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ANAL&SIS PE=SOPUY. DATA PROCESSIM AM PARTIAL E•EO MANLYSIS

Tnd•ix Is intended to serve a dual purpose. First it is meant
to document the actually accomplished Anna sled test analysis scheme includ-
ing the pertinent data processing aspects involved. Second, it appears
desirae-le to have the explanations for and partial error analysis of the
vario 's steps taken all in one place and in a form which may be understood
by thlce not dealing immediately with the effort.

The problem of evaluating IM performance by rack testing is basically
a problem of establishing a highly accurate referuce quantity in the proper
coordinate system which may be compared with a. lmilar quantity as indicated
by the W. Except for very small errors, tbe difference between indicated
and reference quantities should represent the IM error quantity. This
error quantity may be analyzed as to magnitude and forms and an attempt made
to calibrate all determinable error sources. The residual error quantity
(after removal of calibratable errors) should represent the sum of the
uncalibratable systemarrors and the reference system errors. If at all
possible, the analyss of the system error quantity should break down the
calibration into specific error sources, e.g., gyros or accelerometers.
Such a breakdown, however, may require a dual reference quantity such as
Space/Tl* velocity and photo-autocollimator indicated platform position.
The dx~a1 reference system was not available for the Arma test sequence.

The primary reference system for the analysis of sled test data is
the Space/Time system. The Space/Time system consists of: A set of very
accurately surveyed markers (±.0005 foot rms leading edge placement as
surveyed from the north end of the track); an accurate one-megacycle clock
time base; a real time digitizer which digitizes and places on magnetic tape
in binary form the time of the transducer passage by the fixed marker, + ,li -
$second; and the S/T head or transducer which senses the passage by the
interrupters and transmits the pulse to the digitizer indicating this event.

Thus, from a sled run-.u-eb'be*a-a set of times~indicatrig sled (trans.
ducer),passage by the surveyed markers. This is the input information from
which reference quantity . 4.

The Space/Time data reduction,T previousi accomplished, was aimed
at the accurate definition of sled velocity at th@ times of passage of the
surveyed interrupters. An error analysis of the velocity measuring system
from an instrumentation point of view has been accomplished by H. P. Greinel
and published as a technical report AFMDC-TR-59-25 in June 1959. This error



•,~i dl efining te velocity at the instamntaneous sledk center of masus. The

error ana3.ls oampSely Ignores the problem of transforming this velocity
information to maningful velocity as would be aensed by an Ideal inertial
guidance system in the face of relative motion between the guidance system
and the sled center of mass. Greitel's error &aalysis defines a part of
the "raw data" error and is not at all concerned with the data reduction
e'rors. One Irw data* error which has been recognized which was not con-
sidered by Grelunl Is that of digitizer drift (loss or g•an of time counts).
2his raw data earm arises through iIsroper ins.rtrimtation and has been
effectively eliminated at DAn . Nonetheless, a periodic check has been
included in the data reduction to insure that this error remains insignifi-
cantly small. Another raw data error which was not considered by Groeiel,
is that of a systematic miscorrelation in time between the events from the
Spaae/Tsme and the events from the guidance system under test. This error
Is very difficult to eliminate entirely and places a good deal of doubt
upon any attempt to recover an instrument's servo lag term from track
testing. The recovery of this term Is better suited to transient tests
specificaely designed for that purpose. This point should become clear
as one follows through the rest of this appendix.

The main results of Greinel's error analysis may be stated as:

I. Greinel's estimate of the rms error in downtrack position
determination negecting relative motion and timing error
is Ox u 2.5 X 10 ft.

2. Greinel's estimate of the rms (random) timing error is
at = 6 p seconds.

Using the above estimates we can say that the instantaneous dowutrack
position determination error (neglecting relative motion, digitizer drift,
time correlation) and coordinate transformation a rrors) may be approximated
as:

agled positiof (4.25 X l0s + 36 X 10 ft.

where V u the average velocity in ft/second near the sled
position being determined.

It will be shown later using Arma VSA data that this estimate is quite
pessimistic.gnd more nearly realistic but still cautious figures would be
ox n 1 X 10 ft and at a 2 gsecond. Using these figures we obtain

0 Sled position 'V X 10"6 + 4V2 X 1o' ) ft.

The igni±'icance of this estimate will be seen later, after the compi-
son of averages technique is discussed.
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£A USOR2A SPACR/TD DATA ROtDTION

3b the past 'the assumption was made that a sm meduasure of the instan-
taneous sled velocity.was the required quantity for the reference system
against vwhch the guidance system was to be compared. The raw S/T data was
and still is first edited to eliminate spurious pulses and correct obviously
erroneous data. Since the edited S/T data is in the form of a set of times
(t) for measured distances, this information must be differentiated to
obtain velocity measurements. In the past it was assumed that the times
£nalved were adequately represented by a 3rd degree polynomiAl in distane
and that all errors were timing errors; i.e., there were no position errors.
Men the edited observed times (t0 ) were fit with a 3rd degree polynomial
in distance over seven points in a least squares sense. The mid-interval
time was re-evaluated as the mid-point on this cmre and this value taken
as the adjusted or smimothed time (ts). *he estimated velocity at the mid-
point was evaluated by differentiating with respect to distance the 3rd

* degree polynomial and inverting the results. This value was taken as S/T
indicated velocity as a function of smoothed interrupter times, too The
difference (tc - ts) was evaluated for use as an error estimator for the
velocity information. Me oa -tfor each point was evaluated over a
twenty-five point spread sym921erica¶y placed about the point In question.

A complete error analysis of the process outlined above is impossible
because of the lack of information on the statistics of the velocity signal
being considered. A partial error analysis has been done by Roger Moore
of STL and docmented in STL Inter-office Correspondence, M K43.-11-9,
14 November 1958. The result of this analysis is an estimate of velocity
error. The following assumptions are made in R. toore's approach:

1. A cubic polynomial in distance Jo the true characteristic
of the raw data, tc.

2. The errors are all timing errors.

3. Timing error can be represented as a rando process of
zero mean.

4. The data sampling rate is always high enough to prevent
allasing of high frequency information into a lower
frequency variation in to.

5. The velocity of the S/T head is the quantity desired.

Under these asstuptions R. Moore comes up with a standard error in
velocity (ft/sec) of:

oV - .0483 V2 o(tc - ti) where V is in ft/sec and
0(tc - ts) is in seconds.

A-3



Yfor a sled run of xWdmu veloc 1t ~6oo ft/sec 0+ o . s ti
"timit gives us a max, UM OV of .q4t ft/SeC. ,bie is a slghtly otptimistic
estimefe for the 7 point cubic method since over a major portion of the run
the position uncertainty effedts actual&y exceed the timing uncertainty
effects. Also, the 7 point cubic polynomial is inadequate to represent
the dynamics which occur around first motion, boost cut off, water braking,
etc. In addition, at very low velocities, the sampling rate is so bad that
the above mthbod of velocity determination breaks down entireoy. As a
result of these problemsp a choice had to be made for the Arms sled runs
between the alternatIves of:

1. Finding a better way of getting instantaneous velocity.

2. EliMinmting the requirement for the determination of
instantaneous velocity altogether.

The comparison of averages technique effectively eliminated the
instantaneous velocity requirement while accomplishing the desired test
goals.
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te need feo an instantaneous velocity maaesiusqt has been definitely
over-stressed in the pest, The basic need is for az accurate reference qvantity
agants which the major error Ureads of the 1W may be calibrated. Thus, we
m it perform the calibration on the distance level instead of the velocity
level in order to make the comparison vith the greatest possible accuracy using
the rw (edited nd coordinamte tras e•rmed Space/lTme data.* n the attempted
IMU calibration certain confusion factors soon appear. For example: We can
define the distance reference best, but a least squares adjustment on the
distance domain tends to break down due to correlation between the form of the
error tzrends from different error sources. This correlation is not as bad on
the velocity level and so we might want to make a velocity comparison instead
of a distance comparison. Actually, the solution is to take the best advantage
of both the velocity and distance aspects of the problem and perform an average
velocity comparison which has been named the comparison of averages. The
averaging time used provides the trade-off between accuracy requirements on
the trend of the comparison quantity and the frequency response of the conpari-
son made,

The comparison of averages comes about simply by the application of
a linear operation; neely., time averaging, to the AV quantity.

AV(ti) - Vsystem (ti) - Vreference ki)

Let us find the average AV over the time interval from t3. to te. This would
be the mean or trend value as long as t 2 - t] is kept reasonably short.
(S indicates distance.)

1 t [system(t2)-Sref(ta)] - SsysteMODiSref(ti)
A 1 ~ ~~~ AV(ti)dt- -. ...
Stj t2 tJL

It should be immediately apparent that we can find -Y simply from a knowledge

Sof t., t2 and distance quantities at those times. We do not need to smooth
(fit) the S/T data and differentiate it to estimate a velocity value at all!

Teus, N may be defined to the limiting accuracies of the raw
measurements. No more accurate measure of a function of velocity can be
made using the s"e time interval for evaluation. The partial error analysis
which follows is meant to point up the Inherent limits of this method. The
analysis is for the downtrack comparison only, Similar analyses can be done
for the croistrack and vertical direction, but better methods of handling
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the rveaey results in these £frecous not be foul beernwe theM cmparisoes
can be acoa(isahed with an acourao acy roashing that of the dwimtraok ooqwari-

Error Analysis.

All quanrtities in this section are in ft, second units.

Let ST(t) be the true instantaneous distance that would be sensed
by an ideal inertial system as It proceeds down the track.

let Slat) be the measured distance function which is intended to
estim fS(t).

The verage t=rue velocity over an interval (ta - tO) Is given by:

VT(t2-tl) U T t ) d t~ t)-B~
2. f V(t) at 2 -.

tit

The error in the definition of VT is given as:

U V~- V { T(t2) -ST(tl) -SMOtS) 8Mt}
tT2 -tTL, tM2 -~j

where tT = tM + Bt.

The knowledge of true instantaneous downtrack position is hampered
due to data uncertainties which we will presume to come from independent
error sources of the following nature:

SS(t) - the systematic error in the knowledge of interrupter
positioning in the tangent plane coordinates.

Ox - the rme error in the knowledge of the downtrauk true
instantaneous position caused by the addition of vibra-
tional relative motion effects and the random error in
the knowledge of interrupter positioning. It in estimated
that ac (for the Arma sled test series) is approxlmate3y
equal to 1 x l0" 3 ft over most of the sled run although
it is not really a stationary process which gives rise to
this error.

Dx(t) = the instantaneous error associated with ax,
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the e vayent position error ue to timin ug aeeur

La jmel~ ) Pe• Vu~j e t Aar At, in thal A mga rre wmAt#'US - o-IiiPM -sa

time miseerrelation is not considered in this bt quantit
Ssine ouch an error can be analyed out oft he copaison

at a later point in the analysis end does not give rise
to a large error* Thus, 8t t 6 itseo for most of the sled
run. We vill assume ebt P 2 A8seo.

The true Instantaneous downtrack position can then be expressed as:
I

t ~~ST(t) * Wjt) + 198(t) + Dx(t) +' V(t) - St
t I /

Placing this exp'ession into our estimate of the error in the
definition of VT we got

wS(ta) + D(tR) -t V(tR) - t. - SO(tai m.D(ti) -V(t)*sz

(St. -Si
'toi - ti + Bt2 . btl;

(t2n - tl)(t2 - tI + Ot2 - b)

For practical situation., t2 - t. .o01 eco and .S j8t.j + Ijt 1Il
20 second~s. Thus, vith less than .92% error in our estimation of GVT, ve
may neglect the St3 and 5t1 terms in the denominator of the above expression.
This leaves us with

ss(2), + -x(t2) -{8(tl}),- D(t)

{ + .VT(tg) VI 5t2 + - VT(tl)] at

L t2 - t&.

In order to further simplify our expression for 6VT we win now
asssume that

7M 2
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glopa nt+Aa isgeeat to3$everat of the ranan longaeto -U1i1
second. Ioveer, thi a~roximbeon teU to teae Awm for maeas of rapid
c-ige •i-,cael t.o level. and=a be .mi . .A, critically A tase ares.
With these vaods of caution our approximate expression for *K, becmem:

V 8 - s(t - N(tL) + IT (bt2 + 03.)ta - tL ta - tz

Vhere Z - the true average acceleration in the interval t 3, to ta.

Let us consider the effective contribution to GVT of each of these
three term in order.

The first term represents the systematic interrupter positioning
error. Since we are dealing with differences in thia error, we need only
consider the mw1= change in this error over the interval t L to ta.

d(SS(t)) W 5.72 X 10=e ft/ft of track.dS

This is equivalent to a .2 ft error accumlated over the 35j,000 ft of the
track. The eoodetic transformation has been accomplished in such a manner
as to keep this error source less than . 1 ft over the length of the track.
However, primry survey uncertainties may exist -hich amount to soething
closer to .2 ft over the entire track length.

The number of feet passed in the interval ta - ta is simply
VT (t2 - t1). Thus,

SS(t2) --ss(tA) -' 5.72 X 1o0e 1k
ta - tl

This error source thus looks like an accelerozeter scale factor
error and has a maximun value at maximum velocity. Taking our maximum
velocity to be 1500 ft/sec, this error source would smount to approximately
.0086 ft/sec or 1 part in 175•000 of sensed velocity. The track may
actually be a little better than this, but something close to this figure
probably represents the present limitation on testing of inertial guidance
systems and components. If modern survey techniques can be applied (inter-
ferometer, etc.) to reduce this over-all track length uncertainty, the
ultimate sled test accuracy figure may be closer to a part in one million.

The mean squared error contribution due to this source may be
estimated as:

A-8



" " L ,,-L a 5.F72 X 1.3xl0" ?J P -10-2-'

The second erm, In our estimate of the error of the measured average
velocity is due to the umcertainty of interrupter positioning and to vibrational
relative motion. We wiln assme that the vibrational relative motion belongs
to a zero mean random process. The more systematic relative motion effects
are handled as if they Veoe a legitiate part of the A measured and later
removed from the data.

The mean squared error contribution of this second term may be
estimated as:

i DX(t2) -Dx(ti)]tJ 2 Os" 2 X 10-
tL t2 tI. J J (t2 - )Z (t - tl)2

The third term in our estimate of the error of the measured average
velocity is due to the combination of timing uncertainty and acceleration.
The mean squared error contribution from this effect may be estimated as:

{[I(ata + Otj 2 va 10  AT

Thus, from our simplified estimation formula we obtain an estimate
of the mean squared error of measured average velocity (taking appropriate
note of zero mean processes) which becomes:

" 32.7 X tT + 2 X i 1 0-La

Note that for reasonable values of acceleration, the effects of position
uncertainty completely overshadow the effects of timing uncertainty. Note
also that the error due to relative motion rises sharyly as we allow our
averaging time (t2 - tL) to approach zero.

If we choose an averaging time equal to .2 seconds and assume
worst conditions of maximum velocity R - ,1500 ft/sec) and maximum
acceleration (IT " 300 ft/sec") the estinate of the steadard error in
average velocity measurement becomes

A-9



" EVT 7 3 .0i o + 50 X 10 +.T 7 X "'

agT .:_ .013. ft/sec

This estimate is somewhat pessimistic from the point of view that
it presumes worst conditions, but In reality It is probably a bit optimistic
due to other uncertainties (such as data pr.cessing) which have not entered
into the above rationale. Actual hot run MV's have shown a typical random
standard error of P .015 ft/sec using ta - -tz - .25 sec.
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A-4i of__ __ _ __ __ _ __ __ _ __ __ _Ilt us exGmine a uife light at this Petit fe• the beMf• of those who
want to see what the frequency respense of ay data ban-li procedure will
be. 3t Is possible to interpret the formula for average velocity as an
attempt to differentiate distance data to get instantaneous velocity
information.

In the conti~uous sense the computations we are performing would esti-
mate a velocity (Y) according to

The transfer function of this differentiating filter is given by (take
Uaplace Transform and set p 1 m)

2 2

and V(Ow) uS(w) Y(w)

Nov, if we interpret the output as velocity at a delayed time (midpoint of
interval), then the ideal differentiator has a transform

• i I II (A - A"ef 2

We can define an error; actual-ideal - error. On this basis, the
error in instantaneous velocity at the midpoint is given by

LT'l veo() - I- {(Co) Y(.(W)}

where Ye(w) e 2 2

The a{2 2 term merely serves the purpose of differentiation and the

required delay of f to get mid-interval velocity. Thus, we look at the

first term which causes the error.

'B U) - relative error in v(w).

A-I1



The above above that as an listutaueous velocity• , smost &U of the high
frequency ampoents awe underestimated (missed) for resonable values of
h a .05 sea. Thusp this Is a pretty poor estimate of Instentaneous velocity.
Note, however, that the estimate is best for mid-interval time, so our using
mid-interval. times to tag it makes sense.
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A-5 i M MM ofi ý

In order to compare S/T information with the DE generated informs-
tiom we must deal with vector qutatitles in the sam coordinate system. This
rqaires a coordizate transformation from nff to S/T or vice-versa. An
arbitrary cholce was made some tie ago which sUated that we would transform
"the s/T data lnte the coordinate set consistent with the noU. On the basis
of this choice, it appears practical to divide the transformation into
several distinct steps:

1. 'zansfom S/T Information which is gathered as a one-
dimensional quantity into a tbree-diiensional vector
set in a tangent plane coordinate system.

2. Transform tangent plane Information into the nominal
coordinate set consistent with the XV transducers.

3. Transform from nominal coordinates to coordinates which
drift with time, etc., including the transformation to
inertial space for those systems which maintain an
inertial reference.

!ho process may be varied if desiredi however., regard3*ss of what
else is donej, it makes good sense to transform B/T information Into tangent
plane coordinates. In this way, the sae geodetic transformatlommay be
used for different systems under test. of course, the parameters vary
slightly if a run is made from one end of the track or the other, but once
a tangent plane is set up, any sled run which starts reasonably close to the
origin of this tangent plane may use it as a reference coordinate set for
calculations.

S'ace/Tige Geodetic Transformation - Tangent Plane

For any inertial guidance system being tested, a tangent plane
coordinate set is defined at the center of mass of the inertial measuring
unit in the following way:

X, YO Z make up a right-handed orthogonal coordinate set in
Cartesian coordinates with:

1. Z pointing directly up along the local vertical,

2. X pointing directly dovntrack in the intended direction
of motion for the guidance system (X lies in the tangent
plane),

A-23



3.Y ~ 1 h Ortb"s"Ia seto 2ris i I* taagit *U"a
Mad y **-PW M9 tii of 419 W~O -O yteW a

+ ietUIlo about +L.

The Ons-di-saeiona3 bm1ce/Nmea miies we converted -to
tbwe~luesln3. mesnaasvm sbov al goobtic survey Vhich essentiew~ ex-

presses the t•npnt pLe position coordinate of each snatwuptera 2ms
survey infomation Is eontained In AM is known as the "2ater Y12*. y

2te track facility consists of a pair of spec•ial constructed
steel rails supported on concrete beas, The total length is approximatoly
35,000 ft. ThS geeral direction is north-southo

The vest rail is called the reference or "master rall.' All
"9aster file* positions we determned as points at top cantor of the master
ra~il.

On the vest aide of the track a very accurate base line vas estab-
lished by the "Mited. States Coast and Geodetic Survey," This base line is
commonly referred to as the fiducial line, It is identified by bench marks
approximtelv 100 ft. .part.

On the east side of the track and parallel to the rail is a row
of sallA rectsopler steel plates c&aled interropters. These ae placed
upriOht parllel to te track at intervals of apoxImately 13 feet. A
vertical plane at 90" to the fiducial line and containing the north edge
of an interrpter deflnes that interrupter station on top of the master
rail. All measurements along the track were determined with respect to
the fiducial line.

A "=mstr file" containing inteýrupter position dovntrack, height.,
horizontal offset, and local gravity as determined from the best sawil•ble
geodetic information from both a north track reference point and a south
track reference point has been compiled and studied. This master file was
reported upon In an AIW technical memo released early in 1961.

The results of this study show that the zequired track coordinate
transformation to get to tangent plane coordinates Is a simle one as long
as the accuracy requirements are vithin bounds The X (domt,,ack) distance
is sfmply the disance function indicated by the Space/Tim system. The
error in this assumption will not accumulate to as much as .1 ft. displace-
ment over the length of the track. The Y (croestrack) and Z (vertically up)
distances are simply the values listed in the "master fileo" revised by a
continual survey effort. In order to properly handle the Y and Z compari-
sons these listed values should be used directly and no assumtion made as



Vtote .mtPa, etc-o of the Y ea Z toack -coaihates. nf ertuatelly such
wie of nuIe = da In a r"UM w.gu wu2. pu a prohiAbitve time butrden

As a conseen •aee we are forced to ceagnise sam of our accuracy capabilities
in the Y and Z direetiens (none is cespruised in X) to achieve program str-
ture efficievcy.

Uhe sacrifice is not eat,, but it in sufficient t cast a great
deal of doubt upon amy accelerometer or are calibration coefficients recovered
from Y or Z velocity comperlsons. Since the majer effort for the Arms sled
test sequence was to recover VA (vibrating string accele aeter) calibration
coefficients. it was felt sufficient to recover coefficients for the down-
grack accelerometer and use the Y and Z acceler-aeters to compensate for
platform misorientations during the sled run. Note that this is not s funda-
mental sled test limitation., but merely one imposed for reasons of efficiency.
Thus, the following assumptions were made:

1. Y (cross track) distance - 0

2. Z (vertically up) distance - the distance indicated by a
sectionalized (10 segments) fit over long track segments
of the form

Z - Ao +A*++AaX2

where 2 comes from master file information A.0 AI, A2 are
found in a least squares sense@ The residual distance from
the fitted aements turns out to have a standard deviation of
approximately *01 ft. Unfortunatelyp the individual deviations
are not random, and the localized effects of short length trends
can be seen in the Z velocity compaison which amount to around
.1 ft/sec. These effects are repeatable (from run to run) and
do not interfere with the use of the Z comparison for attitude
reference purposes, but they would interfere with coefficient
recovery attempts.

3. Local gravity at each interrupter may be expressed as.

X o oi where go is the origin gravity value and

13o Ro is approximately 21 X 10a ft.

gyi - 0

9Z.," go or gno•ijna_
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3n addition to the above geodatic informatont the foflowing
qualntit•es we required. to properlv acoa~lish a, inertial a6udnce
system sled test:

1. Astronomic azinuth of track at origin (launch point).

2. Astronomic latitude of origin (lautch point•).

3. Deflection of the vertical at the origin (launnh point).

With the above auantities supplied, the necessary 'onversion of

earth rate into tangent plane coordinates proceeds as followe:

1. Take the angular vdocity vector of the earth with respect
to inertial space as

.7.29211 X 10O5 inertial rad/mean solar see.

2. Project Izjinto tvo components

2..

wicoo (astronomic latitud of low h point)

W.,. JwJJ sin (astonmi latitu,.e)
3. Project WL into two components

wz L -." coo (east or west deflection of the vertical)

WI " ý - sin (east deflection of vertical, minus if west)

4. Lot a - 360e or 180 - astronomic azimuth of track

(a small3 angle)

Then

wxf - WN coS a+ sin a

WY -iWtsin*+WI cooG

vhere WNX is the X component of I*1 for a shot from the south to the north

end, aet.
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I

or

Vs - -WN Cox a - v ginC

WSY - +Wq sin C - WI coo c

where WS is the X component of IWEI for a shot from north to south en&, etc.

Accomplishing these calculations for the Arms launch point yields
(running from north to south)

Wx - -12.5857 arc sec/sec

WY - .8857 arc sec/sec

wz . 8.1870 arc sec/sec
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A.6 BPAge/7mZD~&m~~

The raw S/! data is edited. as necessar and a set of tovalues deterMined.
Tese awe the times of passage of the successive interruptes. This series
is then inrerted to form a series of distance values as a function of sampled
time#s. ThUs to the B/T distance function 8S 1). In this Inversion process
it is presently asumed that the distance beten successive Interrupters is
eact3y 303.0000000 fb. Using this maber we get an accumulated error of
0.2 ft. over the length of the track due to the fact that the base line
length divided by the numbr of interrupters comes out 12.99992584. Thus,
in our 8Tip calculation (which follows shortly) we can multip3,y our %. factor

by a .99 4295 and compensate for this factor with no13.0

appreciable error.

The S/T distance function 8 (ti) may be broken into three components
consistent with the geodetic tr;lformatlon assumptions made above. These
become:

STY a 0 - the Space/Ti Indicated distance in the Y direction

SSTx = OST - the Space/Time indicated distance in the X or
dountrack direction. This distance is the distance
travelled frm first motion taae, to.

SOTz = Ao + A. 8ST + A2 SST2 where the Aop A&, and A2 are
constants which take on several different sets of
values a a function of Spa Mw AO, AO, and A2
values wae found by a least squares fit of the Z
data in the master file on the X distance over
sections of the track, starting from the origin
concerned.

From this information plus geodetic transformation Information, we can
compute the distance which ideal accelerometers should indicate in tangent
plane coordinates. In order to accomplish thiso we first exanine the true
accelerations which would be indicated in tangent plane coordinates, and
then integrate the significant results. let the subscripts T a true and
OT - Space/Tize. Iet A - acceleration and V - velocity and W - earth rate.
Then,

T - x + 2WA VSTz - 2W8 VST -x
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Ay w Ae + 2 WS VSTX 2Wx VS•T-

AT ABTZ + 2WX VSTy M2 yVST.69z

Since we make the programing approxi•atione that

VSTY - o (orA , - 0)

gy = 0

9z " '1fnomina-i." - 1NI

we are led to the following:

ATx =x A . 2wy VSTz - gx

ATY . 2Wz Vs~ x - 2Wx VST,

AT - AST, - 2Wy VS +I gNi

In addition, the term 2Wx VSTz may be neglected since it contributes

less than O.OO. ft/sec to V TY, Also, 2Wy VSTz may be neglected since its

influence is even smaller than that of 2Wx VSTz. For tests of future
systems, both these terms may have to be Included if error (calibration)
coefficients are attempted using cross track comparisons. For the present,
we are left with tangent plane accelerations:

ATx = ASTx"- gx -ASTx jf1_ SS1U A~xg~c~A,1 SSTx

AY - 2Wz VSTx

A .- 6T - 2Wy VST + J.•N

The above equations represent the reference acceleration or true
acceleration seen by an ideal accelerometer in tangent plane coordinates.
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Ease vill be utilzi1ei too fom reference velocities an Custens, 1ader the
suiyzc qtiona hichh led to these equations, ve can e•pect eSs In our
reference (negecting Gy= c or samling errors) Cwmtak velocity of con-
miderably less than .01 ft/sec. Thus. the coordinate transformations
contribute ueglilgible errors to the overall cooparison. Of course, obvious
dynamic and sampling errors creep Into the definition of our reference
quantities, but these must be considered separately.

We now define the computational quantity PST(ti) as:

t
PST(ti) - f t) dt -the Integral from lot motion time (to)

ta to time t of the B/T distance function.
Nwnerical2l., this Integration is accomp-
lished using the trapezoidal rule*

Then, in tangent plane coordinates the velocities become:

VTx " VeT 16 ST

VTy a - z SST

VX T - A&• VS + A. SOT VT - 2TWY SST + Ijs1  (t-to)

where to represents cmputatiou zero time, which is either prior to or at
first motion time, t8. The computation of VTz is mede every 0.1 second
starting at to up till lot motion time tt, at which time the calculation
switches to interrupter times.

Also, In tangent plane coordinates the distances become:

STX u SST + 'gl t~ PBT(t) dt
t0

ST 2WX PST

t
STx - A&. BST + 2A2n f SST(t) VST(t) dt _ 2WV pST + 19NI(t..t 0 )2tt

0

where to represents computation zero time. The computation of ST is *ade
every 0.1 second starting at to and continuing up till lst motions time, tt,
at which time the calculation switches to interrupter times.
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For data handling purposes we now define tj - the time of sled passage
by the jth interrupter froa launch point origin.

We compute the Space/Time indicated velocity at tj times by a seven
point cubic polynomial arc smoothing technique whereby we differentiate
the least squares cubic polynomial and take one over the mid-point slope
as V (tj).

We compute the Space/Time indicated distance at t times by a direct
addition of 13 foot increments for each interrupter passed except the first.
This is denoted BST(tj).

From geodetic survey information on the Z coordinate we establish a
set of triplets of constants (Ao, Alp A2)n defined over intervals of
distance which are identified by critical values of distance 8STk. From

first motion time (t.) until a first critical distance (SSTI) is reached,

the first triplet of constants (A., AL, A2), will be used. In the interval
from the first critical distance (SST I )to the second critical distance,

(SSTa), the second triplet of constants (Ao, A,, A2)2 will be used, etc.

No more than ten sets of these constants are used for a sled run.

The digital program then calculates the two Space/Time distance
components as:

SSTx - S8T

SSTz - [Ao + Ai SST + As SST2l where k denotes the use of the
k proper constants over the proper

intervals.

The digital program then calculates the two Space/Time velocity
components as:

VSTx = VST

v * [Al + 2A2 SST where k denotes the use of the

STz VST L -k proper constants over the proper

intervals.

These quantities are then transformed into reference indications in
tangent plane coordinates. In order to accomplish this, we define a set
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of constants A A# As, aid. a plus caeutation zero time (to)* The ocuputa-
tio zero tim .) will Ap general be before tl first motion tim (tot). Tim

A4 2Wz

As M 2y
A.ISI

The progam than ocmptes (starting vith first motion time (tj)) the
integral of S6pae/Time disteae by the trapezoidal r.ul defining a new
quantity PsT(tj) as:

tj
PST(tj) O. £ 5 (tj) &t

This quantity is kept distinct for future operations, In addition, it is
integrated from first motion tine (t') to tj by the rectangular rule thus
defining another new quantity ma:

UST(tj) f- t PST(tj) dt
t,1

This quantity is also kept distinct for future operations.

The program then adjusts the Ctj) time series for the fact that we want
our calculations to start at to (com•putation zero tim) and not necessarily
tj (first motion time) The new series of times is labelled (t1 ). This new
series of times starts at t and goes at 0.1 second intervals until a time
ti is reached such that (t" - to) - ti <0.1 second. Then, the 0.1 second
interval Is dropped; and. t ite taken as (to - to). Each interrupter
time thereafter has (tJ - to) added to it to become consistent with the
new time series (ti). The folloving calculations are done on the basis of
this new time series thus defining outputs on the tines Ct). However, it
is to be noted that up to and including the ti value signiying first motion
(namely t' - to) the following quantities must be inserted as zeros and the
proper values used thereafter:
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VsT., VST, SOT., SsP PsT, an vST

The program then computes on the basis of these adjusted times (ti)the quantities :

VTx - VST(ti) + A3 PST(ti)

a~ A4 SST(ti)

VTz - VSTz(ti) + A5 SSTX(ti) + Ae (ti - to)

STx . SSTx(tL) + A3 UsT(ti)

ST Y(t - A 4o )Tt i

STz = SSTz(ti) + A5 PST(ti) + A6 2

These are the reference velocities and distances in tangent plane
coordinates. They are placed in vector form (3 components in serial order
x, y, z) and eventually printed out along with the Itij series upon which
they are defined. In the printout these are denoted as X, Y, Z distance
functions and VX, VY, VZ velocity functions. In order to make a proper
comparison with the accelerometer indicated quantities, these tangent plane
results must be modified by drift compensations and other coordinate
transformations.

Examination of typical sled run conditions allows us to state that
the platform misorientation from initial conditions hardly ever exceeds
7 arc min, and this is reached only by the system which goes inertial at
the time to, or computation zero time. Thus, we may make small angle
approximations to the drift experienced during a sled run and calculate
the reference quantities along the slightly misoriented platform axes
which were originally aligned with tangent plane coordinates. Maximum
velocity errors associated with this approximation are on the order of
2 parts per million of sensed velocity. If greater accuracies are
required, this transformation will have to be re-accomplished differently.
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Define-. i(t) w the platform drift angle as a function of timeabout the tanent plane Ith axis.

xP ypo Zq - platform axes which are originally aligned to
the tangent plane coordcinates, x, V, z.

Then) by our small angle approximations we get:L!

1ATz "A
Am 1.0 Y#~

ATx

-0 1.0 A

ATx A~

- ATý + BAT.

ATz OAT3
Ez

IITx 0 z-y ATx

where 8ATy # 0 Ox AY

IbATz J 0 A;

TXp T t 0 $ t ~

,VTYPVT + #Z 0 Ox ATY dt

VTZ 0 j 0AT

to
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VT ~ +T BVTX

* Vml 8~TZ

5VTX 0 Oz - ~

where -40z 0 {xATy} dt
{8VTz

Assuming that each term *0j(t) is a linear drift in time (constant drift rate)
over short intervals of time (note that all time values are measured from
computation zero time., to) we obtain:

From to to ti,

O*L(t) - CX1 t

4YI(t) -Cy, t

*OZIMt - CZ2. - t

From tI to t2)

#x =t - * ti + *X (t-t])

*y2(t) = Cyl * tI + Cy2 - (t-tl)

*Z2(t) - CZm. - tI + CZ2 - (t-t1)

From t2 to t3,

t()- CXs * (t-t2) + CXI - tI + CX2 6 (t2-tm.)

$y() Y3 -(t-t 2) + Cyi - ti. + Cy2 - (t2-t1.)

OZ3(t) = C%3 - (t-t2) + CZ2. * tI. + CZ2 - (t2-tl)
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Or In general in the interval fr= tj..i to tj

SC~j . (t-ti.•) + CXJ.• .-tj-.L + Oxc•ci+D.t

J.2
yi(t) = Cyj ( Ct-tj.-) + CYj.J1 • t ..• + (Cyjcyj+) ti

zJ~t C * (t~tJ.1 ) + CZ *. tj.3 + (*ici~) t

"Note that the following recursion forimua holAs between the jth intervAl
(from t4.. to t) emf the (Jfr)th Inter (from t, to t.-l). The ea-
culation of $x) t), etc.* may be programod by thii recursion formula:

*x (t) $x(tj-,) + cxj (t-t*.,)

(t) U *(t�.�J1) + Cyj (t-tj..)

•(t) = (tj..i) + czj • (t-3.)

Note also that the derivatives over any interval from t3 .. to tj (Jth
in.ierval) are given by:

d [*xi(t)] _ Cxj

Under the conditions -Imposed on the drift function by the above assumptions,
let us examine an Integration by parts over the time interval tj.. to tn
(where tn tj) of the term:
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F VTz 0 ,Ax

::T o :ox {ATYJtj. 4  tj.2 L

From the general reato

tn tn (u.

plus the ashociations

0o 0z -4' 0 Cz -cy

uj -$ 0 txj pdUju -C~j 0 C dt

*y~j -OXJ 0 cyj -Cx3  0

ATzV

we have the relationhhip:
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0y VT.tx l t -071n T

#y #j 0 VT [cy3 -Cxj 0 1VT5

o z yj VTx C53

m zj 0j *CZ 0 X ft
4 yj Ox~j 0 w y Cj 0 s

.*Z~n 0 *%c) (tn)

L #(tn) -#x(t'n) 0 VTZ(tfl)I

0 #y(tij.4) fVTx(ti-4)

oy- j, 0Xtj1 0 (tj..1

0 Czj '0Y3 ST1(tn) STX(ti-.4)

LCyj -ox3  0 -Ztn ST5(tJ.3)
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II
Since 8VT for any time tn, where tjM tngtj, gmst be found by

integrating over successive intervals from to to tn, we have

OV!Vx(tn) 0 #Z(tn) ..*y(tn) VTX(tn)1
OVT,(tn) - -*(,) o x(tn) VT,(t)

BVTz(tn) 03r(tn) ..*x(tn) 0 VTZ(tn)J

+ 0 (ci+-..Czi) -(Cyi1+-cyi) ST (ti)

-(C•z," czi) 0 (Cxi+ 1-Cxi) sTY(ti)

(Cyi+v- Cy±) ..(Cx±+x-Cxi) 0 ST (t±)

F0 cz cy-C 1 Srx(tn)

.C- 0 Cx0 STy(tn)

LCYJ oJX L0'~
"For any tn in the jh i jterval, i.e., such that tj. tn is tj.

These represent the velocity correction terms by which tangent plane
velocities are corrected to be velocities which belong to the platform
coordinate set which drifts with time in the specified (linear segment)
manner. These components are printed out by the program as DVX, DVY, and
DVZ. The digital program accepts up to ten time segments over which the
linear drifts apply.

Once the velocity has been corrected for drift we may find the
velocity that would be seen along any other coordinate set, merely by
a coordinate transformation.
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The reference velocity in drifting platform coordinates is computed
by adding the VT vector dmd DV ved-tor- tdgether and printed out as V~p, Vyp,
and VZp components.

VT (ti) VTX(ti) OvT(ti)

VT' (ti) V y~tI) + Bv 7(ti)

LVT (t±) VT5(tI) BVTZ(tj)J

The correction to the reference distance required is computed by
integration of the DV vector with respect to time using the trapezoidal
rule. These results are printed out as DX, DY, and DZ.

Then the reference distance is computed according to:

I.t -t t - -

IBTXPt (f x ~bVTX} [STX BVTX

-T V~ly. dt + 8VTy dt 87y 8VT3 I( dt

to to to

with the results printed out as Xp, Yp, and Zp components.

A vector quantity is independent of the coordinate system in which it
might be expressed. Consequently, once a vector has been specified in one
coordinate set it is simply a matter of a coordinate transformation (linear
operator) to express that vector in another coordinate set, orthogonal or
non-orthogonal, which is fixed with respect to the first. We have found
the vectors for acceleration, velocity, and distance in the xpj, Yp, z. axes,
which were fixed in the platform and aligned to the tangent plane atlime
to, computation zero time. These quantities may be transformed to any other
coordinate set fixed in the platform. This will now be accomplished:

Let us define: (0] - the general matrix which transforms
vectors expressed in the xp, yp, zp
axes to vectors expressed In the u,
v) w, axes, where u, v and w may or
may not be orthogonal.
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I

Then, if B is any vector at all, we have

I' ~ ~jBv} (9

M The digital program takes the vectors

VT. (tj) SX~,

I VTYP(ti)~ 
and {8Ty(ti)}

(VP~ti) ,T (tj)

and converts them to the vectors

Vv and {V respectively.

These are the final reference quantities in the desired coordinate
system. They are printed out as VHATU, VHATV, Vff p, U. V, and W compo-
nents respectively. The detailed break-down of the transformation
matrix is given by

(9] = [o011 + 0]21j. C1(3

where al C92  a37

1911  - a4 a 1

C7 as as_

hcal. 22

[e02m L13 a14 a15

-ales,, a17 a3.
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Luau a23 a"

vhere Qý% through ft7 are insertabe program constants.

This, .:in essence,, oc•O etes the Space/Tim data ndiWng vhich can
be considered by itself.
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A-7 VEMU SOM CALIBRAOMN E

The difference frequency of In Arms vibratUn string aooelermter
represents a very close apaln to the acceleration applied along
its Input axis (modified by a scale factor). The integal f this differ-
ence frequeney (the phase) then represents very aecu'ately the velocity
inferation we seek. The integral of this, of course, raepeseuts distance
Information. The basic preb2lm to be solved., then, was the reoevery of
this information from the accelerometer in such a fashion that It could

Sbe compared aoewateu l with our Space/Tiu reference system. In addition,
before comparison certain known small non-linearitlies of the VSU were
taken into account and the data modified accordingly. The difference
between the VSA lzI cated quantity and the Space/Time Indicated quantity
was then analyzed for the source of further errors or non-linearities.

A very simplified view of the VBA shows that it is basically a device
wherein two strings (or tapes) are each anchored at one end to a firm
support and at the other end to a mass which is otherwise free to move
short distances along the input axis of the VSA:

VSA

5string 2- 1- string 1-1j - i nput axis of VS&

FIGURE A-1

TOe strings are forced to_ vibrate transversely at (or near) their natural
frequencies under the influence of no input acceleration. When an accelera-
tion along the input axis occurs (we ignore the cross axis temporarily) the
inertial reaction of the mass in opposing this acceleration increases the
tension in one string and decreases the tension in the other.

If we examine the approximate equation of motion for a freely vibrating
string lying along the X axis and restrained at both ends, under a tension
T with a mass density py we have (See Hildebrand, Advaned Calculus for
Enmgineers. Cho 5):

ý (T U + pW y - 0 where v is the angular frequency of vibration.
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If T is a constan then

T 4 + p ,y-0 or +, •-.
dx &

for the Various values of I, vhich satisfy the above relationship we
obtain the various natural modes of o0scillation.

PwjwV

Mw ye see that the natural frequency of the string is related to the
tension through a square rcot relationship.

Returning to the ease of the individual strings of the VU we note
that we can app-oximately relate the frequency of the ith string to its
tension by

fI - 4 7 where a is a constant of proportionality.

let us denote as foi the natural frequency of the ith string under
equilibrium conditions with no acceleration Input. 2w let Ti be a
positive constant denoting the rate of Increase (or decrease) in tension
per unit initial tension per unit of input acceleration. lot 0"" be the
input acceleration along the instrument's input axis,

Then:

f, - ro. W1+ via' and. f 0 1 ~

This, of course: Neglects any possible cross wis coupling effects;
assumes no friction on the vibration tapes; ignores the non-linear
tendency due to stretching of the tapes; ignores non-linear reactions
of a coupling spring employed in the actual instrument; ignores temper-
ture transient effects; and in general greatly simplifies a very complex
physical situation. Bowever, the eaination of the sumplified equations
as presented above leads us direct2y to the rationale behind the two
vide]y employed models for the operation of the VAj, the sum model, and
the difference model (as ve shall call them).

We define the sum frequency of the strings to be fl. + fa - 1f and
the difference frequency to be ft - f2a - A
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We note that

(W) (Zt (fl f2) (fJ. + f2) -(fl 2 f,,2)

- (fO. -_ oe,) + (±o1.1 T', + foae ra)a

or when inverted, this expression becomes

where o. 'r. + 1on 2 "2

__ r " ±1rfox Ti + foa2 2 " (±1012 -T2a•) 0

This expression for acceleration in terms of the product of the string
difference frequency amd the string sum frequency is known as the "sum
moder" at NAnE.

It cannot be expected that this model should apply too closely to the
physical operation of the VaA because of the factors which vere Ignored
(aome of which were noted previouslY) in its developAnt. Nonetheless,
the model does corn close enough to the actual facts to make it a useful
tool with the VSk* It was part of the purpose of the planned analysis
of the VSA to determine the relative validity of this model and thus
possible areas of application.

We have seen that according to our simplified assuaptions

fl- fox rl + 7'1a and f2- fo2 ar "i-T2,,,.'

Using the binomial expansion of (x + y)n we obtain:

S- ÷ .a 2  . ."=." + - - - )
rar- ox(1l !- + ~a T xa2, 4 a4 +--)

2 16 8A12

The values of T, and T2 are very near1y the sem, but they differ by
the fact that the initial tensions on the tro strings are slightly different
and also by the fact that the effective masses acting on each string are
slightly different. Note that the convergence of the binomial expansion
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requires that &R 0 be S 1. !V= , we would expect that as hiher and higher
ao.~ u'ia enes wio eaeeu'ewed. the Uieh order non.,-linarles would become
inOrewaingly signiflOanpb vhich can be seen intuitively anrw•a.

Caloulating the difference frequeucy, we get

Af -fl. - f2- (fOL- f02)+V- r

+(fo&zT 3. 
3 + f02T2 3) 3  (5 f0 1 T1 'L 5 foa2T" 4

128 +

(Denote the zero offset frequency (foL- fO2) as (Mbfo).

Note that in the above representation of difference frequency, the
coefficients are terms which alternately add and subtract two nearly equal
quantities. Thus, the sensitivity of the difference frequency to an input
"acceleration is expected to be nearly twice the single string sensitivity*
Me squared non-linearity of each string is relatively high, but the
difference between two such non-linearities is low making the coefficient
of the squared non-linearity low. The cubic non-linearity of a single
string is very low but the coefficient for the cubic term in acceleration
Is the sun of two such non-linearities. Finally, the fourth order non-
linearity of a single string is low ani the difference between two strings
is lower yet. Consequently, we may safely ignore all terms above the cubic
for input accelerations under twenty g's. 4This is seen more clearly if we
recognize that T is on the order of 2x10" and f 0 i is on the order of 10'.
Consequently, the single string fourth order non-linearity at 20 gts con-
tributes approximately 1 cps to the single string frequency. The series
for difference frequency is seen to converge rapidly for moderate input
accelerations.

Thus

f = +• Y& + K2 - 3

This Is known as the "difference model" at HAFM, where we expect the various
K's to be somewhere nearly consistent with the following expressions:

Ko Afo 3. fT3+ 02

V 2 /
(fO2r2 2 _ fo.Ti 2 ) 3 (o§x fo a3 )

The difference model was derived from the same assumptions as the sum model,
but it has the following advantage: The K's we solve for do not have to
follow the functional square root relationships of the sum model and the
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Sdifference mode a be though of as an arbtrar fit of acceli.noate- out-

MuW of the pb•sical oo:leai nis '~Vero th8rll e difereuae
mode:l, this moial may still1 be caablm.e of fitting these effects In the ph;ysical
siJtuati.on.

Other r•lationships which wre of use may be derived from the sme linear
approximations which led to the formulation of the calibration models above.
Some specific examples (used in Section III of the main text of the report)
fire:

Ef under zero gls * (foz + fo2)

÷f+2.g + Ff " (fol + fos) - 2" (fo.'r. for,)

2

-f+. . (foZ3 - fo21r)

The next section of this appendix uses the same linear rationale to predict
scale factor and sun frequency correlations.
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A-8 M 1611 MM - fI1" LAMU0 CM&WA!O~

(Reference Technical Note of B. W. Parkinson, 6 ju3,r 1962, internal
Dooumnt, SM, ZIDIG)

A very heuristic approach to the problem of predicting the VSK scale factor
for various temperatures leads us directly to the result that we may be able to
use the VA itself as our thermameter, e, the scale factor and sum frequency
variation appear to be intimately related.

In the previous section, we used the approximate formulae:

fl - foi. 4i + •a

fa - foa

Tet us assume that the tension of both strings is affected exactly the
san by a change in the VGA thermal equilibrium temperature (no gradient
changes of note considered). let us further assue that this change is a
linear variation of tension with temperature. Thus we may assumae

f - f03. 41 + ra + kT

f2 M f02 4.1 - T28, + iT

where T = the change from normal (zero or initial condition)
operating temperature

and. k - a proportionality constant

Since the effect of temperature will be very small relative to the
initial conditions, we may expand and truncate these expressions to give:

f- fol.(l + T~a~j + 1; k~~j ~1 '+ T

or

4 ~a)k' + I kTfo3.(l - nJ1(c)
2 f 1 l-3na)

Cj k f foz + ...22.
+ (kLT o (3 -o Ti '3a) +

16 2
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• (i)' (1+ 3 )+, (1 +. ) + + 2

Caloulating the sum frequenoy and rearranging the results yields:

Ef [ro.+fo2] [1 + kT - ~(icT) + (WT)}

- 2 fo" l + r2
2 fozj

"8-I, 21
+ f .1ITI fo2TaJ 1 T+(T3

+ -16 fo. - T1 fo2] +..

Similarly for the difference frequency

Af " 0. - f + T - (kT)2 + I (kT)

- -" [,s •o- T2 fos]

.[fo:1.1 + r a O T - -1kT + (kT)s (kT)

2 [ 2 f. - 25 f o ] . . .
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3ination, of the dIffereee frequency under the Influence of temperature

shevs that the scale factor ma be appiteUuaey givean by:

SF a [fo'Ti + Logr&] I -1 k,+ Jj-T)- (k)3]

Taking the partial derivative of scale factor relative to teserature
variation, we find.

.. [fO.TIr+.fO2T2] 2T- 1

Similarly (ignoring dynaicaly coupled acceleration effects by setting
a - 0)

Thus if Ve set our initial (no temperature variation) scale factor and sum
frequencies up as

SFO  - fOnT. + f..T2

2

fo "m fo. + f0 2

and then find the ratio of scale factor variation to sum frequency
variatiou ve fin&:

B f= E+- [Ik 3 kaT2]I
Sok2T + -

By long division ve obtain the truncated series

Sf No' 1 l - kT + k 8 I T

A-48



or

8or Sc IO - U0o
This equation is so•evbat expermlentally verified and it appears

appicable to iipreve vie estimation of scale factor at missile launch.
For example, sm frequency oeu3A be evaluated for the 100 secone before
launch. This W eu2 yieU a current evauuatla of scale factor. With this,
and knowledge of aecelerometer position relative to the loeal vertical, an

14 evaluation of bias can be perfozrmud, The missile shot would be made with

current values of both bias and scale factor caloulated aacording to this
scheme. For the actual results of this approach, see the scale factor
results in the main text of the report (Section III).
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A-9 nh DATA XWLu

The first in a chain of nU data handling operations in the proper digit-
ization of the VSA outputs. The goal is to recover properly the accumulated
phase of the string difference frequency and to iz erpret this phase in terms
of its velocity indication.

We could have observed the difference frequency directly as an analog
*signal, digitized this, and then integrated to get phase information. This
procedure is fraught with problems of accuracy, however, because the frequency
cannot be determined with sufficient accuracy to allow the integrated
quantity to be assumed to be correct.

We could have operated as the Arms Airborne Computer was designed to
operate and accepted pulses at the times one full (or one-half) cycle of
phase (and thus a given constant velocity increment) was accumulated. This
would have put the VSA data in a format very similar to that found for the
Minuteman and/or Titan systems sled tests, i.e., the constant velocity
increments would have been received at, a series of unequal time samples.

Because of the difficulty of applying constant frequency response filters
to uneven time-sampled datathe above approach was abandoned in favor of a
scheme which yields velocity samples on the basis of equal time increments
of tvw second. The basic approach was to calculate frequency in such a manner
that when all the frequency computations were added up, they gave the correct
phase information rather than allowing errors to accumulate.

The very first step in the VSA data reduction was to take the individual
string frequencies (or heterodyned string frequencies) which were transmitted
and recorded (versus a 100 KC clock) during the sled run and digitize them.
The digitization consisted of timing (relative to 100 KC clock multiplied up
to 1 megacycle) the occurrence of each positive going zero crossing of the
string frequency and putting this time value on tape in digital form. A
1/2 second timing grid was included in the raw data and its effects had to
be edited out by the digital program upon digitization. The purpose of the
timing grid was to check on and insure very low digitizer drifts (less than
20 Pseconds for the whole sled run).

The next step in the data reduction was to compute the average string
frequency from the digitized string information over a short interval of
time which defined a sampling rate fs.

fsW1I , where tw is a constant time interval called"window time."

The value of tw may be varied by changing a parameter in the counting pro-
gram, but it was normally set at .004 seconds so that fs = 250 cps.
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This sapling rate was sufficient to define most of the important dynamics
which occurred on the Arma platform due to the soft shock-mounting system
employed.

In the basic string frequency computing program, the computer applies the
window time (tw) to the string signal, finds the integral number of positive
going zero crossings within the nth interval (Zn), and finds =a (lag time,
nth interval) and OTn (over time, nth interval). OTn is equal to the time from
the last positive going zero crossing within the interval to the end of the
interval, and LTn is equal to the time from the beginning of the interval to
the first positive going zero crossing.

From this information, we can calculate a frequency such thas when it is
accumulated into counts (zero crossings) it will only be in error due to
initial and end conditions plus the round-off errors introduced by calculation,
which should be insignificant. A glance at later data processing requirements
shows that eventually we will need acceleration (frequency) information for
the determination of such things as coordinate functions for a least squares
analysis, etc. Thus, we proceed to calculate this frequency and integrate the
results to get phase information. Actually, it was determined (after the pro-
gram was in operation) that there was a better way to proceed and thus avoid
a systematic round-off error which amounted to .003 ft/sec in velocity or 1
part in 500,000 of maximum sled velocity. Although this error is insignificant,
the laternative method will be described later in this section.

The string frequency which was actually computed was a heterodyned string
frequency, so we will use a prime (1) symbol on it. It was also an average
frequency over the window time, so we will place a bar over it.

For the first interval:

+ (z1-l + +h+" N, -1

f O,+L2 (tw-i tTI Jfx tw

For the second interval;

Z (M2) (OT )

For the third interval;

Z3 + ( 0T)(T2)
+ (oT2TLa)

3 t-

. ., . . . . . . . . . 0.
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For the nth interval:

(OTM &-) -2 - +In

tw

As can be seen, the total number of counts (zero crossings) can be
found as tw times the sa= of the above average frequencies. Note that
successive intervals cancel out errors in OT or LT determination and thus
make the sum accurate up to initial and end point conditions. It is not
difficult to show that rounm-off errors introduced by the above calculations
are not excessive. In addition, the actual program has a built-in round-
off check capability which really amounts to the alternative method of
computation previously mentioned.

The error which is desirable to keep negligible is the accmulated
pulse error since this accumulation represents velocity information. For
this reason, it is very desirable to accomplish all frequency calculations
on the basis of a rounding operation rather than a dropping operation.
This should insure that any error thus introduced will belong to a zero
mean random process and not have distinct biasing effects. However, even
for such a process It should be noticed that the accumulation error of a
zero mean random process may certainly have character which we would call
biasing were we to plot as a function of time the accumulated error function.
For a discussion of this situation see Feller, An Introduction to Probability
Theorv " Its ADlications, Vol. I, Ch. 111-3. The saving grace in such
a situation is that although the accumulated error may look like a bias
term it never gets to large magnitudes in a limited number of steps for a
zero mean random process where each incremental error is itself very small.
Of course, the situation we face is not identical to the random walk dis-
cussed by Feller because the calculations of frequency are made in such a
way that the individual round-offs are not entirely independent.

Faced with this situation, one could spend an enormous amount of time
and effort deriviig the specific statistics of the accumulated velocity error
due to round-off operations in the various steps of calculation. This
effort would hardly be worthwhile when a simple empirical check can insure
us that in any given set of data this error does not become significant.
This check takes the form of a comparison of the computed accumulated count
derived from frequency calculations with the actual accumulated count avail-
able as part of the information processed from the Arma Ar borne Computer.
We will state here the velocity according to the difference model partially
in terms of the accumulated counts so that it will be available for later
comparison with the accumulated difference frequency. This velocity expres-
sion is easily derived, but it will only be stated here.
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no

(D) Vj(tk) - (D)Vj(tr)+(D

where is the average acceleration seen by the jth VSA over the nth interval
accor• to the "difference" frequency model (D),

(D) Vj(tk) u(D)Vj(tr) + N~ { n-k - }wK (
+ t 0

This equation states that the Velocity (V) indicated by the jth VSA at time
tk according to the difference frequency model (D) is equal to a prior indi-
cated velocity at time tr plus the scale factor modified

sum of the difference count less the bias offset from tr to tk, plus

non-linearity terms. By setting Ks - Ks - 0 in this expression we arrive
at the desired checking equation for round-off errors.

nk n-k

(D) V3 (tk) -(D) Vj (tr) +j N~j.N~ - ~N25,, - tw K0 (k-r)j-

The above equations represent the way we could have and should have
calculated our velocity function in order to avoid the .003 ft/sec error
due to accumulated round-off operations. This was not accomplished, however,
and should be programed for any future VSA computations. One reason this
was not accomplished is that a simplified approximation to the round-off
errors involved assured us that the errors would be less than .006 ft/sec.
At the time this computation was performed, errors of this size were considered
negligible relative to the velocity reference uncertainties involved.

In order to properly compare the outputs of the VSA with the Space/Time
system, we mot first correct the VSA outputs for known non-linearities. In
order to do this, acceleration is calculated from the digitized frequencies
of the preceding section. This acceleration represents an average accelera-
tion over a wi-dow time so that its time weighted sum should represent a
correct measure of velocity. In addition, this information is utilized to
form various environmental coordinate functions for subsequent least squares
analysis.
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The acceleration calculations may be expected to contain a slight amount
of jitter. In order to suppress as much of this jitter as possible, an
optional digital filtering is included in the program which calculates accelera-
tion. This programiig will now be presented.

Let us define:

Nlin = the number of counts (positive going zero crossings plus
fractions) of the ith (1 or 2) heterodyned (prime) string
frequency on the jth (x, y, or z) VmA over the nth time
interval (each time interval is of width tw) from the
start of the program, to.

fijn - the average heterodyned frequency of the ith string on the
jth V5A over the nth time interval as calculated from the

equations given previously.

We must calculate the average difference frequem y of the jth VSA

over the nth time interval as:

A•jn = Tijn - 2.n

We also find the average heterodyned sum count over the q+l intervals
(q an even integer) in the formn

k=n 4

q+. / iNk for n >

and

-1 %_ q
ijn Nijk for n!--

where k is the index of summation; n is an index representing the nth
interval of width tw from program initiation, t o; and q is a program
parameter a 0, 2, 4 ... any positive even integer.

Now, an individual count determination for ors interval my be pre-
sumed to have a uniformly distributed and rounded random error component.
Since the counting process is accomplished in such a way that (except for
round-off) the errors committed at the end of one interval are balanced
by those committed at the beginning of the next interval, we may logically

A-46



assume that the am count over (q+l) intervals will hnve a triangularly
distri.buted error compnant* Our inte-rest here was to choose a vau of

q large enough to make the influence of jitter in sum frequency determina-
tion less than .1 cycles per second if possible and yet maintain a level of
dynamic response (small enough q) in the calculations to allow transient
information on rapid chaogs in sum frequency to get through. A choice of
q = 16 was taken to allow a fairly good transient response (bandMidth to
3 db pt. of~ 2.6 cps) and at the swae time to allow the error in the
average count information to be fairly reasonable, For reasons of flexibility
the value of q was left as a parameter which may be easily changed in the
program.

Difference Preaueney liel Calculations

let:

(D) WJn - tl average acdeleration indicated by the jth VSA over the
n "time interv~al of width tw, from the start of the program.,
to, according to the difference frequency model, (D),

Then the difference frequency model states:

.0 + K3. Ajn + K2 WJ2 + ][4 A 3

which we can invert to find:

(D) Ajn 2 J KKVJ K [V.J J3

where Ko, Kz., K2, and Ks are arbitrary signed constants determined prior to
the run and is erted as program parameters except for limitation K& ý 0.

Since the quadratic and cubic terms are very small, we may assume that
almost all of the error in (D) Xjn comes from the first term in the above
expression. We have no way of knowing how large the systematic error in (D)

may get. In fact, the determination of this factor is one of the major
goals of track testing. The random error in (D) A1j may be expected to have
a standard deviation around .6 ft/sec2 . This random component (as noted
previously) should not be cumulative in its effects.

S8m Freauencv Model ComTutations

Let:
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(S) IJ = the average acceleration indicated by the jth VfA over the
nth time interval of width tw from the stat of the program,
t, according to the sum frequency model, (8).

Then the sum frequency model states:

(8) Win ~j + !2jn) + 31i (1Ao(ljn) + ?AO(2jU))J T

where 1 and r are arbitrary signed constants determined from system
calibration data and inserted as program parameters and where
(fio(1Jn) + f$o(2jn)) is the average sum of the local oscillator fre-

quecies which are heterodyned with strings one and two of the jth VSAo
The value of (fJo(.Jn) + fio(2 jn))was determined by counting the output

of the hot run local oscillator and comparing this with prerun determined
values. The two were found to be nearly identical and constant, so the
prerun determined values were utilized in lieu of counting the hot run
local oscillator data.

The acceleration derived from t he sum model may be expected to contain
slightly more jitter than that derived from the difference model. However,
this difference should be slight and non-cumulative in its effects.

Filter Desian for Acceleration Information

IntroduCtion

It appeared desirable to look into the possibility of designing
a digital filter to operate upon the acceleration information derived above
to eliminate as much as possible of the undesirable jitter and noise while
retrieving most of the signal information. The design was not optimized
in any sense according to minimum mean squared errors or integral errors,
etc. Instead, a logical choice of cut-off frequency was made and the re-
sults analyzed to see if the filter resulted in a significantly improved
situation. The filter design described below is essentially that of a type
described by J. Ormsby in an STL publication, "Design of Numerical Filters
with Applications to Missile Data Processing," STR/•60-0000-09123, March
1960.

Filter Theory - Linear

Let us asaime that the data to be filtered contains noise and
signal spectrum which are, to a large extent, non-overlapping. We want
to design a digital filter to serve as a mid-point estimation device which
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separates the signal from the noise. We will presume the signal to be of a
low frequency nature so that we desire a low pass filter whieh has a fre-
quenoy function as shown below:

(w1.0

-wT -we 0 VC WT

V -

The pass band is from o to v. and the phase response within the
pass band is perfect, i.e., no phase shift between input and output. The
rejection band is from WT to

We denote:

vc- cut-off frequency

VT filter roll-off termination frequency

The spectrum noted above may be described mathematically as:

0 wvwT

1.0 IV we

H(w) - VC- ) - WT IV w, -w,

f- c) --w =5 w

The equivalent time weighting set may be found from:

h(t) 9 Ho jWtA
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h(t) e f e (•4( )d
"VT

WT
f w ejWt ( w'T

i÷w W.•) d)

+ Z f ef (1.0) dw

This when evaluated becomes:

h(t) -. os wo, t -t cos wvt
A (wV-wc) t 2

For a particular ssm~ling rate f. (cycles/see) we have a time
interval between data points At - &. For the case at hand £ - w.

In digital filtering of equally spaced data we must approximate
a convolution integral of the form:

y~t) f h(t-T) X(Tr) d'r,

where h(t) is the system's unit impulse response, x(t) is the system's
input and y(t) is the system's output, by an approximation of the form:

nnm=
y(t) E • h(t-nat) x(na) at.

We must, of course, limiL ourselves to a finite number of data
points and in the practical case our approximation using (2N+I) points
becomes:

n-+N

y(t) Z h(t-na) x(ntt) At
n=-N
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I
We vill not enter into an error anal•is of the aroximation so

expressed since this is adequately covered in Ormasby's pub.ication noted
above. What needs to be done, however, is to choose a proper set of cut-
off and tereiation frequencies and a proper number of data points. and to
adjust the convolution integral approximation above for the fact that the
acceleration data for time tn actually applies as an estimate of the

acceleation at (- -). In addition, the resulting set of weighting

coefficients must be normalized (their sum set equal to one) so that the
truncation of the above series will not yield a bias in the determinationof acceleration.

Characteristics of Signal and Noise to be Filtered
The acceleration signal which we were trying to retrieve was the

acceleration seen by the inertial platform. Recognizing the °fact that our
sampling rate was only 250 cps, we note that we could not hope to recover
meaningful information (due to aliasing or foldover effects) in a fre-
quency range exceeding 125 cps (the nyquist frequency). The inertial
system is mounted in a very soft shock-mount system with resonant frequencies
from eight to fourteen cycles per second. Thus, whatever the acceleration
is (which acts as an input to the platform) it will be attenuated by as much
as one logarithmic unit (10 db power ratio or 20 db maplitude ratio) by the
time the frequency reaches twenty-five cycles per second. Consequently, we
do not expect very much signal content beyond 25 cps.

The jitter or noise, on the other hand, may be expected to have
relatively wide band characteristics. Consider the acceleration noise due
to jitter. The fact týat we are not sampling randomly but at a discrete
rate of 250 samples pez second will cause a dependency of the error in one
interval in the overtime, count with that of another interval. This depend-
ency is the only imnediately apparent factor which keeps us from declaring
the error in acceleration to be a zero mean stationary and ergodic random
process with a pseudo white noise (broad band) character, Due to this
dependency there will be undesirable harmonic components of the noise in
the low frequency region of interest. In effect, this dependency is the
same as the aliasing phenomenon or foldover effect due to any set sampling
rate. Thus, there is no way that we can eliminate all of the jitter in the
low frequency band. What we can do is to limit ourselves strictly to the
signal spectrum of interest and reject all higher frequencies. If we
assume the signal spectrum of interest to be from 0 to 20 cps, which is
twice the natural frequency of the x axis shock-mounting, the design of
the filter follows as shown below.

Desiou of Fourteen Point Acceleration Filter - Choosin

fc a 20 cps, fT - 30 cps, f. a 100 cps
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2 - 7a,1= . XT -. 3) N 14

Entering Ormsby's paper, p. 10, ve estimate that for No 14 points
the errorw•rll be less than .57% in the region 0 to 19 cpy and above 31 cps.
Specifying that tUs lwer frequencies must be passed to within .05% (I part in
2,000) gives us the estimate that from 0 to 3 aps ame so bavled. This is
considered to be sufficient accuracy to meet the present needs since the
filter accuracy is the best at lower frequencies where accuracy is needed.

We now calculate the weights hn - h(tn) as:

wc - (2%) (20) .'. .01 Vw equivalent to 72 degrees

and .005 ve equivalent to 36 degrees

WT . (29) (30) .*. .01 wT equivalent to 108 degrees

.005 wT equivalent to 54 degrees

rn f wTn Cos yearn cos VTwn cOO wV ,n-Cos vfn

0,+l 36* 540 + .809 o16 99 + .587 785 25 + .222 231 7.

-i,+2 108o 1620 - .309 016 99 - .951 056 52 + .642 039 53

-2,+3 1800 2700 -1.000 000 00 .000 000 00 -1.000 000 00

-3,-P4 25 180 - .309 o16 99 + .951 056 52 -1.260 073 51

-4,+5 3240 126 + .809 016 99 - .587 785 25 +1.396 802 2.

-5,+6 360 234* + .809 016 99 - .587 785 25 +1.396 802 24

-6,+7 1080 342 - .309 016 99 +.951 056 52 -1.260 073 51

N(•• - Vc) - H(203o - 2x 20) - j

- 197.392088
1 - .oo5 o66 05918
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_ h_ (raw) hn (bias correcede)

0.'1 + 44,830 923 493 + .•445 697 61

•-ij,+ + 14.456 o45 577 + .143 718 32

.2j,+3 - 8.105 694 688 - o080 584 75

"-3,+ - 5.211 107 692 - .051 807 50

-4,+5 + 3.494 46o 647 + .034 741 03

+ 2.339 267 045 + .023 256 39

-6,- 1.510 912 893 - .015 021 11

-h = + 100.585 962 98 Lhn - 1.000 000 00

i-1l = .009 941 745 05 .. No D.C. Bias

We instrument the equation:

n=f+7

AJ(p) =n . Aj(p+n)

n=-6

where Aj(p) re~resents the best estimate of the acceleration at the end of the
pth interval; A* (p+n represents the average acceleration calculated over the
(p+n)th interval; enrl hn make up the set of linear weights calculated above.

Various definitions of bandwidth of interest will lead to various
different filters, As a result, the filter weights were left as input para,
meters to the program which calculated acceleration. In actual practice,
the results with and without fairly heavy acceleration filtering were found
to be indistinguishable in the results on the rest of the programs and/or
coefficient evaluations. At one time, a straight averaging over 14 pts was
used.

At this point, it seems advisable to present a flow diagram of the
digital computer programs used for the Phase III Arma analysis. Figures A2a
through A2f will clarify the data handling already discussed and set the
stage for future discussion.
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SPACE TIME FIGURE A-2a
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rVS, DATA FLOW, FiG-URE A26
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VECTOR COMPARISON FIGURE A-2c
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PRE AND POST RUN FIGUREA-2.
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LABORATORY PROG'RA-MS FIGURE A -2f
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[

FOR FIGRE A-2

ALT Alternate

AM Acceleration, smoothed

BRK Break

CAL Calibration

DA Average acceleration over window width ace. to diff, model

DIF Difference

M Difference function

WS Average heterodyned diff. frequency of string one mnd string
two over window width

Delta V bar

Average heterodyned frequency over window width

FMN Function

FMID Filtered

FUVw Vector function of time in UVW coordinates

GIC General input converter

P igh speed

IM Inertial measuring unit

IOC OSC local oscillator

LSTNG Listing

LT Lae time

N' Total number of counts of the heterodyned string

NORM Normalized
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I £

OT Overtime

S Distance

1 •Average acceleration over irindow width ace. to stun model

l SlD Sum and difference

SD Distance, difference model

SS Distance, sum model

ST Spece/Thne

STA Station (track)

STB3G String

40' Average heterodyned sum frequency of string one and two over

window width

E"Ps Filtered average heterodyned sum frequency of string one a~nd two

a, BIG Sigma, stcndai deviation

TC Corrected time

tcl Interpolation time

T Raw time

TS Smoothed time-

T Window time

UPV.'W 1WU coordinates

V felocity

VOTH Vector

VD Velocity,, difference model

VS Velocity., sum model

VS Velocity,, smoothed (Space/Time)

VEA Vibrating string accelerometer

X0 YO Z Tangent plane coordinates

Z Tnteg.al uniber of positive, going zero crossings

A-61



A-10 DA41A FM DISCUSSMOB

Figure A-2a shows the digital program structure of the Space/Time data
handling previously discusse. The Space/Tim Velocity Vector program (#6)
computes the best estimate of the vector distance which would be indicated
by an ideal IM and putk. this information out as a time series defined on
Space/Time times. As a"ady described, program #6 taken Into account any
known platform drift, et 1o Th aluo puts out a velocity vector based upon a
seven point cubic fit which may be used if desired. This velocity measure
was not seriously used in the Arma analysis effort.

Figure A-2b shows the program structure for the string frequency
computation, the string editing, and the sum and. difference model ccoputa-
tions. koept for the editing, these operations have already been discussed.
Mia digital filter on acceleration which has been described is used on
option in program #0 (Coordiuate Function Generator,9 Figure A-2d) amd not
#83. At the output of program #83j *ie have a measure of lSA indicated
acceleration which may be used in various ways. Before describing this
use, we will outline the editing accomplished in program #88 (Figure A-2b).

The VSA strings are counted separate3y in the GIC and merged on the
input to the automatic edting program #88. The auto-edit program takes in
six input paraneters M& through M and performs checks againt the Individual
string frequencies, over tmes, log timas# and various combinations of the
two string Information trains. Parameter Ms is used to pre-test future data
which is approaching the editing and keeps very bad dAta points out of the
frequency prediction function.

Consider the uth point to be under observation for editing. The progran
computes a best estimate Fln (yredicted frequency of string 1 in the n5a frame)
from filtering of 15 points sysmetricaU.y around the nth point. Very bad data
is prevented from entering the prediction filtering by a check on Me prior to
bringing in new data, This check may be shown schematicall as:

No
fj (.4e) FFnJ > me .Acceyt fj(n4e)

!Yes

Replace fj4(na) by pin in the filter storage only and proceed to test

(n+l)th point.

A-62



Using the best estimate of frequency, the program computes a maximum
possible period as:

na - F - K where K is a program stored parameter.

The actual checks accomplished in the auto-edit can then best be
described by a flow diagram. This is done in Figures A-3a through A-3c.

At this point in the data processing, we have a reference distance
vector defined at Space/Time times and an indicated acceleration vector
(from the IMU) defined at VSA. times. It is the job of the Arma integration
program (#85) (Figure A-2c) to integrate the VSA output to the distance
level and then interpolate the resulting time series to S/T times. The
first integration (from acceleration to velocity) takes the form of a pure
summation taking advantage of the built-in error cancelling effects already
described. The next integration step is accomplished using a Simpson's
rule integration. It is fairly easy to show that the truncation error
associated with this step of integration is negligible. The interpolation
to Space/Time times takes the form of a linear (straight line) interpolation
between two VSA data points. This (or any other) interpolation scheme
brings up the question of whether or not there could be significant vibra-
tion components over one-half of the sampling rate which lead to significant
aliasing (foldovet) errots. The answer in this case is no. The sampling
rate on the V3A informatior, is ncrrmally 250 samples/second, and the resultszt
velocity aliasing (over a bandwid'th of D.C. to 3 cps) is less than .004
ft/sec. The corresponding dIstance aliasing is reduced even further by the
integration from velocity to distance. To obtain this estimate one observes
the VSA acceleration power spectral density and transforms this to the
spectrum on the velocity and distance domains. The area under the curve
±3 cycles about the sampling frequency gives the estimate involved.

The output of the Arim integration program (#85) (Figure A-2c) is the
VSA indicated distance defined at S/T times for a single VSA. The outputs
for the three VSA's are merged (using program #74) to form a system indicated
distance vector. This vector is then compared with the S/T reference distance
vector using the vector comparison program (#65).
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AUTOMATIC EDIT (FLOW DIAGRAM)
FIGURE A-3o.
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Although the present programming on this vector compaxison and the
acoputations leading to it are adequate for most purposes, they should be
modifled to reach the ultimate capabilities of the track as a reference
systame Presently, 8 decimal place floati point arithmetic Is being
employed in the operations leading to the comparison. When 9!w or

TV 8S exceeds 10,000, there are otay three significant places left behind
t Tddecimal point. This implies that we can on3lr know the reference or
IndLcated distance to the nearest .001 ft. Various schemes may be employed
to remove this shortcoming, but it defiultely should be removed.,

The distance coaparison (2S)then goes to the average derivative pro-
gram (#W) which transforms it into a comparison of average velocities.
The operation of program #86 is essentially to find the averd derivative
of the quantity it takes as an input with the averaging tur() inserted
as a program parameter. In essence it operates an the & such that:

AS(t2) - £&.L)IJ + t2

t2 -(t -t

The program starts at one interrupter time tt., waits a time - and picks up
the next interrupter time as t 2 . That iSs t2 - tz •-T. An option included
in the program makes possible a series comparison wherein each old ta becomes
the new t. for the next comparison interval; or a sliding comparison wherein
the very next interrupter time after the old t1 becomes the new t 1 for the
next comparison. The choice of this opticrzl feature may be exercised by the
user.

The comparison of average velocities is then ready to be submitted to
a regression analysis against our error model (sum or difference model for
the VSA + other effects not due to the VSA). Before this regression analysis
can be accomplished, however, the proper environmental coordinate functions
must be generated and gathered together as inuts to the extended precision
least squares compile and solve program (#177) (Figure A-2d). The operation
of program #177 is such that it solves (in a least squares sense for the 5Kj
coefficients) an equation of the form:
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here A-I - the svesne ve3eey errr fo the Ith obisoaton
Interval

Sic a the error coee•Aent -. related to the jth eavivo uital
coordinate function

*ji - the j•, enviromental coordinate f•an•tion observed for
the ith Interval

For the purposes of thm Arsm TU anaysii, the folln i enviroa,•ntal.
coordinate functi•o• wae requirede:

- average bms, t3 .+ ta
2

ta
T / m average velocity in the interval tL to ta

-I

fAadt / - average integral of squared acceleration in the
tI interval tU to ti

t2

td/ = average integral of cubed aoceleration In the interval
t.L t, to ta

t2L - average acceleration in the interval t to ta

K *average derivative of acceleration (jerk) in the
interval t& to ta

The purpose of the coord N!te fuotion generator (program #81) is
to provide the quantities A aUp ffA At,, and. filred. or unfiltered A,
The distance function camea fron Use S/T velocity vector program (#61),
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NA the velocity function comes from the Arms integration. program (#8).
ose are merged em. put tbrough the average derivative pregz'm te obitan

the eoordiuate functions required as shew below:
ti

It

Ss/T V

Average

Derivative

Program

ffAedtV ----- fA d~t

AVSA -- A

These coordinate functions are then merged with the MT and taken to
the compile and solve program (#177) for the least squares -regression
analysis (Figure A.-2d.).

Program #&9 functions to generate the best estimate of the residuals
from the least squares fit and a best estimate of the fit itself. These
quantities may be plotted if desired.

The above discussion presumes that the MT as generated is a true
indication of WA effects plus other effects which are describable in terms
of a coordinate function of our error model. This is not alvays the case
and the AV must sometimes be adjusted by some arbitrary amount to take out
a known error in its measurement. This is the function of programs #12
and #13. An analog tape containing the time history, of the correction to

A-69



be &Nlied. Is fed. to prGaM1 #22. Moere It Is digitized. MAd placed on e
In digital format. -Propuran #33 applies the correction quantity to the
"with the proper sign nd wmgnituA and. wih VAti correlatin ."Par the hAna
smlyfu, this correction lo IMwas used, exet~ivel, to correct for a
geometrically Induced reotification error knoi at Alln as coherent oscilla-
tion. (See Aplendix A-.2 for a more colete description of this error source
and. treatmnt.)

Figure A-2e shows the digital program structure for the pre- an&L post-
run evaluations. These evulustions are made within a few seconds of the
actual sled. run# a•d establish a majority of the initial and• nd. conditions
related to the sled run. The information used for these evaluations comes
directly from the VSA'. under test. The individual string frequencies are
digitized (OIC) and a frequency computed (#14) for a period of approximately
100 seconds prior to first motion and 100 seconds after last motion. The
pre. and post-run averaging program (#166) edits and averages this frequency
information to give the average string frequencies (and their ratts of change)
during the pre- and. post-run periods. Then program #189 (pre-run bias
determination) takes the average string frequencies during pre-run and
calculates the best estimate of VUA bias (KO), Just prior to first motion.
Program #189 requires the known initial platform orientation information as
an input. Program #162 (post-run drift evaluation) takes the average string
frequencies and their rates of change during the post-run period and computes
the best estimate of platform orientation and drift rate during the post-run.
This information may be used to generate an average drift rate of the plat-
form during the sled run. Only roll and pitch drift rates can be determined
in this manner. Azimuth drift rate must be determined from other information
such as the Y velocity (cross track) comparison.

Figure A-2f shows the digital program structure for the laboratory
scalings of the IMU plus miscellaneous programs associated with the overall
evaluation. The laboratory scaling programs are described In detail in the
next section.
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A-11 XhOAM MY COAL PROM"AJ

VSA Aiament and Calibration Positions

In order to measure the VBA scale factors and bias (zero offset)
va3nes as well as to determine the actual orientations of the input axes of
the instruments as mounted on the IMJp a laboratory aligment and calibra-
tion routine was established as outlined below. In addition, the information
gathered during this laboratory test provided a way of measuring approximate
values of the VTA non-linearities which agreed remarkably well with the
values provided. by the -entrifuge testing accomplished at the Arma plant.

The reference coordinate system for the ID is established by a
cube fastened to the platform with the X axis, Y axis, and Z axis being
perpendicular to visible faces of this cube. The coordinate system is right-
handed and taken to be orthogonal. Actual deviation of the cube faces from
orthogonality is less than two arc seconds (as specified by the platform
department optical group of the Arma plant). As a resultp the non-orthogonality
of the cube faces may be ignored. During the laboratory test sequence, the
platform is aligned in six different positions such that the positive and
negative axes for X, Y, and Z are essentially straight up. The accuracy of
"positioning is determined by optically monitoring the cube faces using two
pre-leveled (level reference - Davidson pendulous mirror ±2 arc sec) Wild T3
autocollim-tors whose optical axes are 900 apart in the level plane.

The orientations used for the alignment check and calibration are
numbered from one through six. They may be listed as:

1. Position one: Z vertically up, X south, and Y east.
z

EAST

•~x soui•

2. Position two: Z vertically down, X south, and Y west,

D X SOUTH

Y

WEST
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3. Position thee: Y ve•'t•oay1y up, X northp ma Z eats

Y

MST
z

NORTH X,-

4. Position four: Y vertically down, X south, and Z east,

Z FAST

.. x SOUTH

Y

5. Position five: X vertically downp Y north) and Z east.

Z EAST

NORTH Y

x
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6. Position six: X vertically up, ' south, and Z east,

Z AST

)bY S

it should be pointed out that the north-south reference line is
not exactly north and south in its direction., but this fact does not play any
significant role until gyro drift measurements are considered, Therefore,
this factor is ignored here.

By definition (at HABM) we have stated that for the vibrating
string accelerometer fj = the frequency of the string which undergoes increased
tension when a positive acceleration is applied along the instrument's input
axis. Thus, f.x is the string of the X acceleromter which would be furthest
dovatrack during the sled run* As a consequence of this definition, f2 = the
frequency of the string which undergoes decreased tension when a positive
acceleration is applied along the instrument's input axis. One of the first
tasks to be accomplished in IfU laboratwry tesing is the tagging of the f Sand
f2 strings for the X. Y, and Z accelerometers. This is easily accomplished
by noting that if a given axis is pointed nearly straight UP, the string with
the higher frequency will be string #1.. As a further consequence of this
definition, we find that for trwck testing the signs of the zero offset (bias
or Ko) term (fi-f2) may differ from the signs provided by the manufacturer
Vho based his definitions upon atother set of criteria. The analytical models
of accelerometer performance presented in section A-7 show that the changes in
sign of the quadraticý (Ks) nonlinearity will usually follow a change in sign
"associated with the bias (Ko) value and as such may also differ' from the sign
supplied by the manufacturer.

As previously stated., the platform is placed in positions one
L through six (though not necessarily in that. order) through optical monitor-

ing of the faces of the cube which is attached to the platform. The cube
faces are used to define the nearly orthogonal platform reference axts XD,
Y, and ZP,. We consider each of the vibrating string acceleromters to have
its input axis slightly misaligned with respect to the reference platform
a•es. The misalignments may be es large as one degree without materially
affecting the results of td programs which follow.,

Let Xij be defined as the misalignment angle of the ith VBA (X, Y,
or Z) about the j'h platform axis (x IV Yp' or 2). Thus, Xxy is the misalignment
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of the input axis of the XUVS throu having been rotated about the uls,.
if thi number corns out negativep then the actual rotation (ii. the riph•-
hand sense) vms about the -!p wis. In order to coordinate vith definitions
previously given by Armend provide a little descriptive detailp the follow-
Ing equivalents are listed (Vithout rgar. dto proper sip po3.arity):

1. ~iiy U Xx 0 K-iSA misaligrment in asSmth

2. M a~~ - Xy a K-ISA misalignment in pitch

3. Nyx a Yz a Y-VA misalignment in aimuth

4i. ýV U Yx s Y.VS& misaligrnsnt in roll

5. 1*'x- * Zy a Z-VBA misalignmet In pitch

6.. Ny j- x a Z.1 misaligmmunt In roll

The size of the misaligment, angles (up to V) has a lot to do vith
how •oMp.ex the data reduction need be, The sine of one degree differs from
the radian measure of one degree by less than an equivalent two tenths of a
second of arcs Thus, we may.safely presume sin W = X, The cosine of one degree
differs from one by-one part In five thousand. This factor effects the scaling
of the VSA. Consequently ve cannot usum cos W s 1.0. Under these conditions
ve note that any vector Vin the platform coordinates is reUted (to the desired
accuracy) to its projections Into VISA coordinates by:

(COO 7* coo~c) )'oc

2zVS LX (CO •x o. 1coo s • -iyZP}

If we consider the vrious laboratory positions ad the equivalent accelera-
tions seen by the platformp ve have the folloving input accelerations:

Position one Position two Position three

A-74



Position four Position five Position mix

SIfwe then designate t•he acceleration seen by t it VU in the jth
position by Ajw oe

A - - hW Jig AX2 - + h€• 1s

Ayz + •x JgI Ay2- - A 19

P.2 coo ?x coo •yjgl AZ2 - - co) WZx 00s y I1SI

A"- + a= 191 Ax- - IgI

Ay3 = COS 008y COS7y 19I Ay4 a - coo ?lyx coo ~'yz I gI

Azsi-n- )kx~ A246 -+XZX IgI

Axe - - coo s gn coo xz IgI Axe = Cos7• coo u jgI

Ay5 - +?nyz Igj Aye - -sJSJI

Azs w - Nzy 19 Aze -+ .zy 191

The value of 1g (for the laboratory installation is given as 32.32437 ft/sec2 .

Rewulr Sca&in

The scaling and. alignment check of the accelerometers may be
accomplished on the basis of a "difference model* which states:

Wf - fl,- f2 = K, +K3 A+Ka A+KAK

It may also be accomplished according to a "sum model" Vhich states:

A - Af '. r~f -

A -A -
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Vhere A m i t aueololseiou (aravity euanest)

r, r, xe eana x ae consta•ts to be determined, by the scaling
technique.

Iya a Ks are constants vhich should be considered If their
effects became iortant.

Desnatiug 4tij • s the difference freQuenGy (f3 - fa) for the ith JSA
(x, V, or a) 1n the ath position (1 tbrafgh 6) `W mAy write:

S- x + . +K.xAxj+ KU(Axj)2 + C8x(Axj)3
Ay Koy +Ky A'yj + K.V(Ay 3)2 +Kay(Ayj) a

fz, * Ko K+ .5 Aj ,+ uz(Azj) + X,(Azj)a

We examine these equations In detail an use the + and. - 1 g posi-
tions to determine scale factor (KLa) and zero offset (NIo), vhile utilizing
the zero g positions for zaialigrmun determinationes. The following equations
can be vritten (assuming the paramters Ko -*.3 remain constart):

X-VBA

I -sI 4I+I u + •.~x (con ?y coo 7ZI g I) + UX (coS )•. co0 09 I)•

2

2

2 - •. (• I(+I) +I sx(?'o Igi()s

(((_ " •])_ m iX (?u Isl) *I a (7bc Il)m

Note that the last two equations need to take cognizance of the signs of
fx which will be plus for a given position if fzxmf2x and negative

otherwise.

Y-VSA

IWV +I -M Y4 K. y (coo ýyx coo r I g) +% (corn ?Yx cor yz IgI)8
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.. , ,.-., -,,.+K O•MW -. ,- ...C.OO...Z I....

(Afty - fý) (, igl) + KY. ()rX Igl)s

2(" - ' )-= K3.y (, Ig1) + KY (N Is1)3

Note that the last two equations need to take cognizance of the signs of
At which will be plus for a given position if fiy u-fWy and negative

Ker•wise.

2+1lfZ2 K32 (cos Zx COS 7, I1) + Ksz (cos *X 00o AY I1)3

lAz~l - ILzZl
2 = Koz + K2 (cos )Zx cos )Zy 190)2

(M4- AfZ3)
2 z = Kiz (ýx I) + Ksz (7-X 1gl)s

(Mae - bMz5 )
2 = Klz (ýzy Ig1) + K3sz (Nzy Igl)3

Note. that the last two equations need to take cognizance of the signs of
Af which will be plus for a given position if flz 5" f2z and negative
OtLorwise.

In addition to the above, we may write the following redundant
information equations:

X-VSA

(Wx3 + A )+ K2X (?X
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I+
2 Kox + Kx (?* 9 2

Y-VUA

WAYL. + Afys)

2 *K4.Ky + KW(YZ IgI)

WAye + Afya)
k - 2 - Koy + xmy()Pyuz 80

Z-VBA

(At5 + AM14)

-2 uKOZ+ K, ()%X IgI)2S(Afs + bzez)

2 K"Z + KRZ (Jzy IgI)2

Note that a1 of the redundant equations require the use of a signed difference
frequency which is plus if fL - f2 in a given position. Polarity is very
important in these equations. Note also that each of the above redundant
equations should yield results identical to the + and - I g scalings if the
laboratory procedure is properly carried out and the parameters Ko through KS
are truly constant.

Similarly, we can write equations for the scaling of the WAe's accord-
ing to the sum model. The required A and T values can be obtained simply by
placing the platform in a minimum of two different known positions in the one
g field and measuring At and Ef for these positions. In order to make use of
as much of the available data as possible. however, we used the measurements
taken in a.ll six positions for each accelerometer and found A and T in a least
squares sense. We can list for the three accelerymeters the following equations:

X-VBA

Axi - -)+y g .- VX•-XL- rx

Ax= - +4 c 1l - PX Atxgzs - rx

Ax4 - -_?xz g15 lox afx4 Zfx4 - rx
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Axe -00 - 0Co. cWx g ox Arm, Ztu rx

Axe - o 7QB l~cos00 7%xz Is Ax 4Pz Zfxe Ef x

Y-V8A

Ay. - )yx Ig Afyl Ef -

AY2 -~y igiY 9 AY 4fY2 ZfY2 - TY

Aysm= COS ýTxoo8 %yz fti m~y',yEfy - ry

Ays = -0OBz I O8gzII P~y AfY5 -TY

Aye - -?iýyz i Py Afye £fyS -

Z-V3A

Az2 = -cos 008 co "zy 151 = j3 26f 2 EfZ2 - T

AZ3 =-~x 71X 9 0AZAZ31fZ3 - Z

AZ4 = +? 7 1st gz I Z 44 EfZ4 r

Ae= +7.sy kij oz Mfz8 £fze - r

In a least squares fit over N points of an observation (v) to an
independent variable (T) such that Vi ICo + C3. Ti, we fin~d that our normal
equations become:

NN
N E Ti COEVi

N N
i: i E . F i Ti
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The solution to these normga equations yields:

N N N
N E Ti Vi E Tj E Vi.

C1 iu: i-i m3

- N
N E Ti' - QiETI )

and

N N
E Vi - Ci E Ti

CO ' Jul N

We note that for the case at ham,ý E Vi si o.
im-i

This reduces the above Bolutions to:I N
N Z T Vi

N (N
N E T 2  T. Ti)

N
-CI E T

Thus ve may vrite for the. jth VSA (j =xy y. or z)

6
*6 E (wA i -f~j ) Aj i

6 6
6 £Cfji Ef 1)2 - ( Ef
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S6
=+*j( Afaf Ej±.)

6

In order to solve these equations for the required Pi and rj values,
we need to know the following quantities:

A~XYD, XCZD ?ýYxP ?'ýYz, ?%zx, and N~zy

I gj = 32,].2437 ft/sec2

AtX1., 4tX2, -&fXsX& &WX4, Afx5s and Afxa

, Afya, AMys, fý, PfYS, and Afye

MZ,. AZ2o MM 6fz4 p Mzs: and MOze

fxl, EfX2 , z)X3 , Zfx4, Efxs, and Zfxa

£fyI, E Zf2 Efys, fy z fy 5 , and ZEfy

1:fZ1, EfZ2, =ZfS9 Efz4, Vz5s sad Zfze

All of the above quantities are available fzm the calculationp
made for the difference frequency model. The solutions for 13j and rj were
programmed utilizing the 43 quantities listed above. The Als are in radians
and the Af' s and Ef's are in cycles per second. The following relationships
also holi:

I ts= e r - ft/sec-2  Igl= 32.12437 ft/sec2

This is part of the program run for every laboratory scaling per-
formed, and the resulta are utilized in the sum model for the actual sled
run's evaluation. The rest of the regular scaling program is associated
with the difference model and is used in a similar manner. This part of the
program is described below.

Based upon the expected magnitudes of K2 and Ks for the various
1SA'ts, we may make simplifying assumptions for the difference model which

lead to the program described next.
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PZra Desori'ntt ,Operable

Input, 8 parameter cards, sutndard 6 fielxs

1, Parameter Card. No. 1

Field1 : Input tag No. (decimal stated poiut)

Fields 2 - 6: Blank

2. Parameter Card. No. 2 (decimal floating point)

Field 1: Oxi 0 f2.X - ftX for position 1

Field 2: Afxa 2 etc.

Field 3: Afxs

Field. 4: Afx4

Field 5: Afrx

Field 6: Afx,

3. Parameter Card No. 3 (decimal floating point)

Field 1: 1: y

Field. 2: Afy2

Field 3: Atfys

Field 4: Afy4

Field 5: AfY5

Field 6: Afya

ii. Parameter Card No. 4 (decimal floating point)

Field 1: Wfz.

Field 2: WfZ2
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1ield 3:tA z35

Mi2d 4: Atzfa

7102 6: wf5 6

5.Parameter Card No* (declmal Mlating point)

Tiled 1: Zfx

71.24 2: Zfxa

7ield 3: IZfx3

Field 4i: EfYA

Field 5: Zf=s

71.246: U.,e

6.rameter card No. 6 (d.olzma. floating point)

Pie ld 1: £fy1-

Field 2: %9y

PielA 3: Zfys

Field ~4: Zfy-4

Fiel 5: zfys

Field 6: Efye

7. Parameter Card So* (deelma. floating point)

F1.24 1: Ef32 .

Field 2: !EfZ

Field 3: Zfza
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Field 4: Ef•

Field 5: Efz5

Field 6: Efrz

8. Parmater Card No. 8 (decimal floating point)

Field 1:

Field 2:

Field 3:

Fields 4 - 6: Blank

Note: As many runs as required may be submitted at the same time; the sets
of cards are stacked together. It is not necessary for the sets to be
separated by blank cards.

Program Stop: A zero cardo, placed behind the last set of
cards, is required to stop the progrm

1. Zero Card

Field 1: Zero (decimal stated point)

Fields 2 - 6: Blank

Output: Two high speed printer listings

1. Listing of input data and tag number. Under the
headline F is the listing of the data from parameter
cards 2 through 4. Under the headline Sl4 is the
listing of the data from parameter cards 5 through 7.

2. Results of computation. The 42 quantities computed
are printed out with an identifying headline for each.

3. Four sets of answers per run are printed out.

Running time: 15 seconds/set

Restrictions: None
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MAditieonal Poaremnt• a u~.Onra~tin ThfeamtS~a?

tbroUtIneM Subed: H=31#, MI,,ll, VWSCI42., •HSU.

Space required: 143 3 , cells plus subroutines

Status: Machine checked

Operating instructions: Prora too -+U3, PI(3,033),
floating point used.

Calculations

1. KoXA = AX3 + AfX4
2- 2 (cps)

2

SOIafxel-I-sI(CPOa)

If the above tree bias figures are within t .002 cps of one

another, find and store.

KXAV a KO x+ICXB + KOXC (CP)3 (•

If they are not within ± .002 cps of one another, store

KOXAV - KOXA (cps)

2. KoyA . AfV• + Y2( )

- 2 - (cps)

KOyB - AM 5 + "y (cps)
2

KOyc - y- I-fl
2

If the above three bias figures axe within ± .002 cps of one
another, find and store
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moB- -

C~yA~uKOyA + IO B +KX (c

If they are not within t .002 cps of one another, store

KoyAV - K+ (ape)

ti 3. KioZ .. "''l, I.aI. (cps)
2

Wmf~ + Azl
KozB 2

( 3+ M9Z-)OZC - 2(cp)

If the above three bias ±fiMurea are vithin * .002 cps of
one another, find and store

• xoz~v . A + I, ozB + Kozc1C3 u(cpa)
3

If they are not within ± .002 cps of one another, store

KOAV - KZA (cps)

I I+ I ýf•
.. Kx(e) - U.24874;a

- x "fX - eX, (tad)
'xz~a) (6Wi. K271. 1 ix(a) (a)

'6Xy,- 
&z•~ ~( 64.24874oe ) Klx(a) (

Cos Nx(a) Cos 7Ny(a) Ta

Kix(b) . ( 6-4---.)(•2487 Ir
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Xzc(b)

kx(b)

COO ?¶mxy C0S 71M -Thrx a TAMM

KIix -~xI ~6 (K~) (641.24&874i Pbx)2  cpe/ft/sec64*. 2418741 Thrx

7kx ini are see - *(2.06261181 x 3.0+)

?Nxyin are see u . (2.0626481 x 30 +

61&. 211.74ý

ýYW M(14y, - Ae) (radians)
64.24874 Ky 8

COS ?tyx(a) COS 71iZ(Ia) Ta

Kiy(b) = I1ýysI+7 I~fY4 1 ~ (64.248711 V)2

7vx - Y2 - (rad~ians)

-64.2418741 11y(b) (ales
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KiT*j ~ (64.214874. Thy) 2 cps/tt/sec,'

X~yz in are0 see - Nyx - (2406261481 x os

yzin wo isoc - 7t (240626481 x 10 4)

IdM.%l + IMAIZ2
6. Kim(.) 64. 2F4874

~x~) - Atz4 - MZS

- ~Z6 -(rain~ans)

W4.248714 I1j(0)

coo ýzx(a) cOs 7ky(a) - ra

K1z(b) I~fZ.I+ lIM, 21 - K3S) (64.24874e 'raZ) 2
614.,248714 Taz

kx = AfZ4 - AfZ!5 (radians)
614.2148T4 Klz(b)

M4. 248T4 KZ:z (b)(ria)

Cos Wzx coo NZY, Thz - T&UEZ

j6CZ.11 + I-64 2 1 z_
- 64.2~48T14 m (ii (64.248T14 Thz)2

'Azx in are se Xzx (24o626481 x:1n"ý)

in arc sec - N. (2.0626481 x 10")
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EavIM6 mccomp±uhd.a these. a l*~ for the &1.ffeamee moftl, we
now ut~iie sme of tiam as inputs to the iu MA& ea3*ulatione Oand ea3*late
in L least sqmmes somse

Ojd OX T fe' ,1 - xp y, rAi z

as given In vrevious evpationse

Pr aP-riatout- - eeUJm fSaIuAW

The V'ogrm pz'ints out the input Vexo'metewsoad tags on one
page and. the output on a second. pegs The second Veg consists of:

KOXP KOXB KO= KOM46V coo 005co z

KOYA KOYS KOYC KOYAV coo ?Nyx Cos y

KOZD KOEB KCOZO KOZAV 0013 'Zx coo 7NZY

7V(rad) Nxy('Se) 7,=rad) 7?m'Ge) K= TAUBX

7)y(rad) iýy~se~) 7zrad.) 'Ay z( ie-0) KIN TAUBY

)75x(rad.) )?zx(S'e-C) 7ý,(ra&) 7tyOG) KIZ %%UBZ

BMTAx GAM 4x BZM AY GAJ4M Y EM z GAM Z

Defig f~4  the frequ~ency of string one on the jth VjSA (xp y.,
or z) in thei ilbration position.

Then faji = the frequency of string tvo on the jth VJSA in th ith
calibration position.

We can write the following equations:

fZ- f 0 1X lT3.i ; COs N~CO5 coo

fIe- foL2C 4 + i3. g! co 7 co
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f2 fO2X +l 'r 2X Co00o~ 008

ILI f 43a.1 - Ta 0 0

.~1Y4 foLyb l - y OSI 003 )t~cam

f" f01W 43. - -r coo X. Cos 00

f:.zai f013  2y- 9 CO .CO

f&2- f02z 43. - Tjz ~g cos Ax on-

f2Za f02 4 + rsz Is 100 co 7 COB Y,

These equations can be solved for T's and. fo values an follove:

ýIa

f:.2 5  + fi____________

foix lxg o J o x 2 4 3xIg o
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21i6

-41y -r , .g COB 000 Co. ' 1 O COB 2

f 2 s COB . OBry

raY4 + fr~y3

g .1oT2  I6CW~yx cooXjý ri +~ -r, o7CoslcoI.;

:12

1f +- +il f~ 27'CO
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rall 1 1ugeozzuu 2

H ~~g~coo r~coo~s

-4 1."'1 az I aIOO Cos CO )?zy 2o 1;Y 'r Igl oos 7*ui000 ý4Y

ftm these quantities iie comapute:

fB3.x 1I + aX 2 String or alternate xvalue

S * Sp0C (f0 11.x t2 _f 1
2)

=f 0j. 2 r,. + foay R~

Sry _ Spy (f01.' 2- o2r2

f0o,. 'rZ + f 0 2Z T2

SrZ - BOZ (fO31 5 ' - =2
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101 f uz fem

taLZ I'Ll + tea I'gX

-2 toa 'r 2e - fo0 1 1 rza

8

MOY - ozy - f0 3 y

-l tol.yTly + fay TaRy

2

K2Y ~~ 'y t~ 1 .
8

K3Y qLY ly 3+ foz2y 1 2y

16

ICOZ * toxZ - fans

2

K2Z f02 oaZ f- ZT

8

1C3Z - O& Tz2 I' + f OR5 T*25

16

in add1ition., for purposes at redundant checks, iso compute:
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I

*fx fiX5 + can5

ufxs " fSXg - fax o=- S 9zs

Zfxe 0 f3'xG + fim

wisz - hzz - fzm

Zfys - fzya + fwys

A2•e t~e esf,17 fQVr3417

BZfy 4 Uf] 2 y4 + f3 y4

Wf1L f + -fz

SMZ2  f3.22 - f2ga

Alternate Sca3±Ng Progr-M #119

Progam Deserlntion for O2eratrs

Puose: This program computes a laboratory alignmnt check
and scale factor determnation. for the Arm aceeelezomer using the Individual
string frequencies.

' Usage:

Mnput: 4 parameter cards per run, standard 6 fields

l, Parameter Card. No. 1

Yield 1: Input tag No. (dec1iml stated point)

Fields 2 - 6: Blank

2. Parameter Card No. 2 (decinal floating point)

Yiel-A 1: 1ýw
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J.

Fi~d 3:

P163A 41. ½.

Fiel4 6: lay

3. Parmter Card o*. 3 (decimal floating Point)

Field 1: flxs

Field 2: fsm

Field 3: fjxs

Field 4: fae

Field 5: fya

F ield 6: f"

,. P.r•rter Card No. 4 (decimal floating point)

Field 1: f Y

Field 2: f2Y4

Field 3: fjzI

Field 4: f2zI

Field 5: fIz2

Field 6: f 222

Note: As many runs as required may be submitted at the same time; the sets
of oards are stacked together. It is not necessary for the sets to
be separated by blank cards.

Program Stop: A zero card, placed behind the last set of
cards, is required to stop the programa
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1. am Crd.

r 3Ald. -: Zero (Cdaimal stated point)

Fields 2 - 6: Ruank

Ouatp,: Two bI& speed printer listings

1. usti•g of uut, data and tog :mnber, Unear the bead]iner)M is the listing of the data ftrom parn ter Od 2.
Under the beedline 71 Wre the quantities f1zs, fjLXej
f 3.ye, fayep fit1, f3za, Under the bead.Une •28 are the

quantitles fws, fame, fay3p f2s fgt, f2Za.

2. Listing of ansvers. 2he 42 quatities computed ae printed
U out vith an ldentifying head~liv for each.

3.. Pour sets of answers per run are printed out.

Restrictions: None

Additional ProgtreamuiR and OgercatinFp Information:

Subroutines used. HJOXSl1, HVS11s8•Z, N/A , WSCA, IVSVI

Space required: 163s plus subroutines

Status: Machine cbecked

Operating Instructions: Program tape -4U3, PL(3,0lIv), floating
point used

1 0Print Out - Altenate Sca~ling

The program print out occupies two pages. The first page prints
out the input parmeters put into the program. The second page prints the out-
put in the following format:

r,, f0oiZ r2, to2z 73.y- foly 'ra, foay

T'z folz 'r2Z fooZ BOX BoX Say or,

Zf, 4  4y4 £'flz hhz Zfz2  M• 2  0 0
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Ii. M0 1 IX 1~ 3X NOY MY. MY? MY
IOZ iZ 12•. 135 0 0 0 0

jog Data fr Az "A m S Proo

ZA NeAM4#a to the uIL- P zls # by V*- MglWtious. 2OLIreid. to
got the equatinus shovw abve, Ve mut reoopize m ae 11amita-

iLon.. One of these l•mitations Inassociated with the 4etermin•tion of
frequency. Frequencyetee atIon is accailiahed by timing (with a 100 KC
clock) the tim interval associated with som whole nmber of periods of the
sigmua of interest's

Freq veid M'U
"A time see

Freq measured # t. ..I..
At +' St

fre - eriodo eriode
4 re a At + t At

at +t At .6tRelative freq *' ' - A

At

When the counter is operating properly, et is two tim counts or
20 seasec

To keep the relative error in the freqtuency measurement low, At Is
taken to be at least 10 seconds, This corresponds to a 3,00,,000 period. count
of the rea string freueancles, with an error of - ,02 ape* This in the
reason for the requirement of the 100,000 period. count capability on the
laboratory squipants

A 1,000 periodL count (aprproximately 17 seconds) should. be used for
scaling the difference frequency in the plus• ad minus one g field. This
should Introduce an error• .00006 ape In the mamremnt. A 100 period
count would have an error .0OO6 ape, but the extra counting length Includes
a comfortable margin of safety.

in the light of the above considerations. , we take the masurmnts
according to the data sheet below:
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AMU ALIGIO4ENT AND CalIZERATI0N DATA BN

0( IUamfto -Perfad by P0SZTIOkN Ru N -

Tw SMU~T______ DatAL Taken byt~

SKIN

X ,Aq~u Period T--- (MeOM-)~ 602 -

.. A 100*000 lxvf. I 0,0 f (Xf1. Xf2 )
10 1 - 1 1 .- M m

Average

Y ACC~RET Period Timi r*(Seconds) _________

READNG 100,000 Yfi 100,000 Yf2 (yf1- Y 2 )

TIMI

2nd - 6oi

Average __ _ _ _ _ _ _ _ _____ ___

ACCZMM=T Period Tinmi ____________

T a0 00 U,a 100. um

Average

Frequen~cy.-

A-9860 -
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go Voa in generating a reference pmantty tar aceeromerter testing
is to defie what an "Ideal acoelea•metr undrgoing the same es fronet

Sas the actual acceleromter would Iioate. This implSs that. 'if them are
any conditions In the environm t which could ca=o variations In the indica-
tions of "ideal instr•ments" we =at consider them- In thin discussion we
li.t *=oselves to the dy•amic enav"omant defined. by aceleration, its
functions, th•ir derivabivesp and their integra.ls.

One of the obvious factors to consider is that an ideal instrument
senses accelerations only along its input axis. In tenting an accelerometer
mounted on a stabilized platform., the orientation of the input axis with
respect to some agreed upon coordinate system such as the tangent plane
coordinates is rather accurately known. The only uncertainties associated
with the orientation of such an instrument's input axis are: Initial align-
ment errors, unknown platform drifts, and dynamic miuligments caused by
vibrations which get through the gimbal, gyro, servo system to affect the
inner glabal orientation.

By proper alignment and measurement techniques prior to first motion,
the initial alignnt errors may be made small enough to contribute a
negligible amount to the reference quantity's error during a sled run.

If a platform is reasonably well balanced, and contains reasonably
accurate gyros and correctly designed servos, the unknown gyro drifts
during a sled. run should not exceed a minute of arc about any axis. The
downtrack accelerometers are affected only slightly by such small mis-
alignments except in the case where the drift occurs about a pitch axis.
A one minute misaligmanet in pitch which occurs at first motion and stays
constant thereafter would give a velocity reference error of approximately
(.01 t) ft/sec, where t represents the time after first motion. Thus, for
a 30 sec. sled run. this would mean a linear build up to approximately
.3 ft/sec, velocity error at the end of the run. Such an error cannot be
ignored.

The vibration induced errors are harder to estimate than the other errors
because of "uhe lack of knowledge of the environment which produces them. The
physical phenomenon is siaply a coherent angular oscillation coupled with a
linear oscillation. Let, for example, this page represent the tangent plane
with X (downtraci) pointed directly toward the top of the page. We will
consider the effects of lateral vibrations coupled with angular oscillations
of the platform in azimuth or about the Z axis.
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Accelerometer
input axis *z(t)

Y~.

The input acceleration as seen by the ideal accelerometer is given as

Aji(t) - coo Oz(t) • Ax(t) + sin *z(t) Ay(t)

Since the #z(t) value is always a small angle, we may approximate
coo Oz(t) by 1.0 and sin #z(t) by #z(t). Thus,

Ai(t) - Ax(t) + *z(t) • Ay(t)

If we take Ai(t) as Ax(t), we neglect the last term in the equation above.
It is desirable to examine this term further. If this term is ignored,
it becomes an error in the input acceleration, i.eo.,

z(t) - Ay(t) - GAi(t)

The only practical method of evaluating the effect of f•i during a sled
run would appear to be on an analog computer where the product Oz(t) Ay(t)
could be formed and its integral taken to find the time history of the
velocity error. For simplicity let us assume for the moment that a single
sinusoidal oscillation occurs in both $z(t) and Ay(t) (same frequency).
Then the influence in eAi depends upon the phase relationship between the
two oscillations

j wt Jwt+G
Ay(t) uAye (t) e Ay- eCo5e

Letting: A. be such that we have an rms g level of 1 go- 32.2 ft/sec ,
(Ay 45 ft/seo') , Bz 'be such that we have an rms $z level of 30 seconds
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_Z12 16**-) I p * aftut cOImteplete

F

*.95 f O t/sec"

Since this is the aver", error in acceleration ever the interval, the
built A* ermr in velioty is equal toI CV a (.95) x 10-2t - (o.0095+0 ft/sec.

Obviously, errors of this magnitude which build up during a sled run
cannot be ignored for fine grain analysis. This effect has been labelled
"coherent oscillation" at RAM•. It might equallyw el be called "servo
error," because it represents an error which can be minimized by a good.
tight servo design. Obviouslyp the most Important factor contributing to
this error is the degree of balancing of the inner gimbal structure of the

Mlo If this balancing is not accomplished very carefully., the natural sled
vibrations induce a coherent oscillation effect of excessive magnitude.

The major portion (over 90%) of the coherent oscillation effect can
be removed from the data through the use of an appropriate analog computer
calculation. The analog computer results are converted to digital form
(see A-10) and applied to the velocity error data as a correction factor.
The oint of residual error in this process depends upon the else of the
coherent oscillation effect simulated. For a .1 ft/sec coherent oscilla-
tion effect (fairly significant value) the residual uncertainty in the analog
coputation runs about .01 ft/sec. The analog computer programming to
accomplish this calculation will now be described.

The M&FM signals to be used are the gyro roll, a•u1wth, and pitch
angles (GR, GAZ, Gp)an& the VSA accelerations dovntrack, croestrack, and
vertically (AX, Ay, and. AZ)* The primarj' phenomenon is vibrational in
nature and any FMP-M subcarrier oscillator drifts will innuence the over-
all answer if we do not filter the signals prior to calculating coherent
oscillation effects. In addition, the gyro siganas cannot be taken to
represent the inner gimbal attitude directly since the pick-off point for
these signals is not at the gyro, but in the servo loop, let us define

I I tGZ Op to be the respective gyro signals after having been passed
thioug; compensational transfer functions which are the inverse of the
servo transfer function characteristics. For asimuth and roll signals,
this compensation is

(P + 587) (P + .32)

(P + 4o) (P + 4,7)

For piton tnis compensation is

(P + 423) (Q + .29)

(P + 35)(P + 3.5)
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I-at W ov natIn1gG4 bt be •te eoaopmnaed -•- sfmml (o')
atbw i Won1. -a psedt Veng -aiUP pass t~3ten iffie" r k Vol.ut inotter bavi-ns V ON '?•v. -

2.5 cyeles/seeoonL. S1.ilWy, let us daeflne Ak; At, and Aj as the aocelarew.
Maon slmnal after having been panssed throvgh & ig bl Vs M'~ter vbaoue break
point In 2.5 cyelae/secoad. The required cal~culations are:

X acceleroumeter effect f (4 * jZd + f1(4 C.)&

-f(AX (; Co)dt +f (AX 4AZ GL)dt

Y accelerometer effect m A G(4 AZ)dt + f1(4. Gdt

Z accele cter effect uf(4. o)dt + 1(i o)&t

The last two term in the X accelerometer effect eount for the X thrust
coupling of the Y and Z aceeleroeters when forced to rotate in azimuth
and pitch respectively.

During phase tvo of the Arma sled test sequence the coherent oscilla-
tion effects were excessive in magnitude. A study of the magnitude versus
the high pass filter used in the analog program shoved that the effects
were very strongly related to the platform shock-mount natural frequencies.
This indicated that platform unbaleace was the primary cause of this exces-
s ive coherent oscillation effect. The platform vas subsequently balanced
and the coherent oscillation effects becu reasonable in magnitude.
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Seye , alau procaesseo to which th Vibra'ng Strips AMoelere.
aster (M&) data awe subjected are quite complex wid it In zee ssary -to prove
th".r vast= y. In pastieulrw it is of interest to detect bias or trend
errors becaue they may obscure the small systematic e•ror of the aceelero.
auter, the determination of which is one of the desired end products of
guidance system sled tests. Such biases may arise from misconceptions in
the design of the coputer programs. An efficient way to determine sny
processing errors of a conceptual nature is a controlled experiment which
subjects artificial data, a "test fition," to the digital computer progres.
The results obtained may be compared with the corresponding quantities from
vhich the input data were derived*. The difference between the original and
the processed quantity is then the introduced error.

The purpose of this section is to describe the view points
underlying the design of a digital progan for producing artificial VSA
data, and to explain their application in testing the evaluation progra*.
The inherent errors of the test function data, which must be made extremely
small, are also presented.

Approach

Artificial data which will serve as a test function can be
derived with a minimum of effort from a simplified function; i.e., a trigo-
nometric function may be selected as an approximation of the sled acceleration
profile. In this case, the theoretical value of the result of the evamluation
process can be stated explicitly; however, a simplification of the actual
profile may lead to wrong conclusions. It is more desirable to simulate
practical data and to establish an empirical test function which closely
resembles the actual profile of acceleration or velocity. This profile should
faithfully represent dynamic effects such as rapid3y changing acceleration
and vibrations.

The problem of testing the entire evaluation process is more
involved than can be seen from the above statements. In particular, the
sliulation of data is not restricted to the output data of the VSA themselves.
The Spae/Time (S/T) measuring system serves in the data reduction process as
a precise position or velocity reference. Therefore, it is necessary that
artificial data be prepared also to simulate the 8/T data An approach
which was applied successfully in the past is chosen here again: The
acceleration profile observed on the platform which carries the instruments
to be tested is selected as original profile emo to both the VSA and
8/- data.
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As ouitlined a~bove; error free data processing oaw be proved by

AV = VV -Vt-•e

is' sufficiently SMall over the entire sled runs. VyA is the velocity mndi-
eated by the vibrating string weele tuer computel by the production

opnem For a s jpieity the aasmd velocity is called here and hereafter
Vt~g. Antua2l~y the S/T system serves as the referenut. AV is comnuted as:

AV - VVm - Vs/T

This difference is computed in a routine fashion by the production programs.

Numerical Statement of the Problem

To be slmuilted is the so-called difference model of the VBAp
which is based on a binomial series approxLmation of the string frequency f:

f - fo

where a is sensed acceleration.

With the 3rd order term included, the equations of the two string
frequencies become (Appendix A-7):

fi fo3,(l + " +T3"
2i 1182 3 3

2= f 2 a & T2 a T2 a 3.• :•o{•- - 8 - q•-

Given values for foi, fo02 ?i, Ta, and a, we can compute f 3. and f2 as a
function of a (acceleration). The sampling rate which defined acceleration
was 750 samples/&econd. The finally required quantities to simulate VSA
performance are fe and f 2 These quantities represent average frequencies
over stated window times as defined in Appendix A-9. In order to determine
these figures, the frequencies f3 and fa must first be integrated. The
physical meaning of these integrals is the total count of positive going
zero crossings of the string vibration over the interval of integration.
These quantities should be computed for the time sequence t - it, 2 tw,
3tw, 4tw, 4 . • 10.00 seconds, (The original requirement of tw = 0.01 sec
for the output interval was changed later to 0.008 and 0.004 seconds. t,
is the window width.) The expressions for the average frequencies on the
basis of twu .01 are:
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t t

fte nOeossEar IWecis±Qu of the computiatiou process vas defined by
tklrequirexmit of U.41s, a$I M acaling It II wo fand. %hAt extended

Pwia ion i4moed t* ri512dtý,eiteuded precision eb'uM1 have been used..

The quantities f., fa, and the Integrals of 1'2. and fa were
recorded on magnettc tape at multiples of t1 with a format equivalent to
the output format of the prgd~ution program., "Autcmatic diting." This
Implies a scale-factor of 2 for a.11 recorded. dat.

Iteaulxmn~t for AdJusted Rounding

The problem statemient formulates this requirement as follows:
Chock the summsatiou of frequency times interval length and adjust it so that
it equay)the orig:nalsum of zero crossings to within one round-off, i.e.,
at each step calculate

n n

ty fk zn 73. 1 Ca MA %ndz= compare with

t t
f f tdt and f fadt as previously computed.
0 0

If these numbersdiffer by one (or more) binsry bits., correct the last
value of fL and f2 computed so as to make these numbers coincide° This
computation is really an insurance against later accumlation of round-
off errors occurring in the 7 and. T2 computation.

It is important to note that simulating the average fre-
quencies as stated above does not mean that the output of VBA is simulated
in its original form. The required format corresponds to the output of the
second program in the sequence of the data evaluation process, the "Automatic \

..iting" program. This approach is chosen because the "String Reader"
program and the "Automatic Editing" program are not expected to introduce
any significant trend error. Sinnlating data in the format of the "String
Reader" input wou~ld require a much higher sampling rate and consequently
an essentially greater computational effort.
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The acceleration profile from run 3-5C was selected as
toeal from a g Ve early phame nruns. While In the test functions
developed for the Mimtemm and Titan evaluation, the aceeleration was
measured by a eane-ical vibration acelearae.ber, in the present case the
output of the precision string acceleoroter itself In used for this pur-
pose. To obtain the acceleration signal In analog form, the output of the
string accelerometer has to be frequency-demodulated by an additional
discrimination process. Figure A.4 is a strip chart of the telemetered
tape recorded acceleration plotted with two time scales. The graph at1' the top shows well the dynamic effects during the boost phase in an ex-
panded scales with limitations set by the inertia of the recorder pen.
Platform oscillations with the dominating natural frequency of about 12
ape can be seen. The curve below represents velocity as computed on an
analog computer. This velocity function derived by analog computation
serves ouny as qualitistive information. The next two records below show
the two profiles in a coressed tim scale over the entire run.

Block Diagram

M above acceleration profile served as inpt (on I6FM
tape) to the processes and computations indicated by the blocks in Figure
A-5o Two discriminators are necessary to produce the analog acceleration
signal. The second discriminator is adjustable and had to be tuned quite
carefully to avoid a bias of the center frequency which is equivalent to
a bias of acceleration. The simullated veloclity (Vtrue) differed from the
actual sled velocity (from which the measurement was Qken) by about
60 ft/sec at burnout, due to misadjustment and to mon-linearities of the
2nd dscriminsator. This deviation is imaterial with regard to the
objective of the simulation. Low pass filtering and digitizing are indi-
cated by the next two blocks. During the sampling process a small error
is made due to foldback. However, new frequency components caused by
foldback and even DC drift have no bearing on the result of the analysis,
because the digital data are declared as *true* data of acceleration.
These data are then fed into the two branches of the actual simulation
process. The branch for s9m4lating V data shows two blocks, one for
computing the string frequencies and one for integrating these frequencies.
Provisions are made -to change the parameters, fo3., fogs, T1, and ia and to
set the nonlinear contributions fiadt and fasdt equal to zero.

Two integrations are performed in the branch for simulating
S/T date. They yield sled-velocity and distance versus time end are re-
ferred to as ftrue" velocity and position. Since the S/T data represent
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timea as runction of position, an i:erse (parabol•c) Interpolation is
"bhen-Perfae,.- to pV,4,oe the time values at -given Awk•-.stations. .Wq
ae, recorded on tape and can now be processed by the routine digital
programs,

Intoe:ation, Prooedsre

The results reported In a later paragraph indicate that
Simpson's Rule yields valid results when applied properly to integrate the
fluctuating acceleration data. An interesting problem arose from the
specific output requirements. The question was: Ebv can Simpson's weights
be modified to provide results for each data point? In other words, can
Simpson's Rule be combined with a parabolic interpolation? Sinee a para-
bola is used in the integration procedure, it asnears straightforward to
use the same parabolic segment for this purpose. If that can be done.,
results become available, readily and accurately, at multiples of the origi-
nal sampling step. For instanceo they would be available every 4 Msec, the
"window width" required for the last program version of Phase III.

A set of weights for the desired intermediate results was
derived from the general expression for the integral of a parabolic sposent
through 3 points yn, ye, and ys, which is:

I(t) f - Y + (2Y2 - .Y.y - o.-y5) " + (L.-y. - 72- o.5ys) dt
0 ha

Setting the upper limit to 2h one obteius Simpson's coefficients

h 4h h

With the limits set from 0 to h and from h to 2h the expressions for single
step Integration are found as

ith

Io-h (- YL + 8y2 - Ys)

and Ih.2h = (-Y, + 8Y2 + 5Ys)2

The latest version of the integration program used the weights as shown below:

5 8h h

h 8h 5h

in an alternating fashion. It is noted that the sum of these weights yields
Simpson's coefficients.
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wtar int.pil•ato•on scebme was trie. -out first .hich led
to lg YaaMI ev.irI*Uplas abad*an1O 4h vf re 11554 .4n this

preaeftv with a shift of the initial starLting points of one Sampling
interv.L The error cused. by this sbift was surprisingly high and sear-
to be of interest in this context. Figure A-6a shows the velocity error
function using the original iterpolation scheme which is supposed to be
zero orL, at least, should show notrend. This error function resulted
from the *Vetor omwer•ison" pxogran and from subsequent filtering with
an averaging process. The averaging period was aldut 0.3 second.

frqec r nd order to prove the assumed origin of the unexpected. low
S frequency trend error which reaches about 0,5 f/seaoa an auxi.iazry copu-
tation was performed. During a period from 4.650 to 4.786 seoondii., where
the error grows quite rapl4Ly by about 0.18 ft/sec, acceleration data were
i nteoated. The integration was performed twice, with one time increment

.*il of 4/3 mecs shift between the starting points. The initial and the end
*- conditions of the Integrals were properly set up with the above-mentioned

single step weights. The computed total difference in velocity was

Integration 1 Vt - 30.998 ft/sec

Integration 2 V2 - 30.808 ft/sec

V. V V2 - .190 ft/sec

The difference Vj - V2 agrees well with the observed trend error in velocity.
The very reason for this effect is the high frequency content of the accelera-
tion data. This was proved by an experiment with acceleration bandwidth
limited to 35 cps. The error was reduced significanty (Figure A-6b). In
comparing Figures A-6b and A-6a, the difference of the scale-factors of the
ordinates should be noted.

After the time shift was eliminated by changing program., a
significant improvement was achieved as can be seen from Figure A-7. However,
the function plotted in this graph contains errors which vere found to be
related to round-off errors as explained in the next section.

Precision Probles

One purpose of the simulated test function was to detect very small
errors in the design of production type programs. This imposed a stringent
accuracy requirement on the test function itself. The error in the simu-
lated da6ta had to be at least one order of magnitude smaller than the
errors to be detected. In particular, it was required that round-off errors
should not be allowed to accumulate. A trivial consequence was to carry
as many significant places as possible. For this reason "optimum scaling"
with fixed binary point was applied in the first version of the program;
l.e., the numbers were scaled so that their maximum values reached a value
between 2 and 285. Later the fixed point system was changed to a
simplified floating point system which utilized the full register length
of 36 bits. To keep the programming effort as small as possible and in
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4e' t sao e o mpuater Utme, the floating point a utatim wa applied
only to those operations for whiac the full length of the register was
essential. In both versions reunding-off v& used at the least signifi-
cant bit.

A problem ocurred in connection with the accuracy of the average
frequencies r, sand 79. The precision of these quantities was restricted

considerably by the format sc ng requirement ire caref aJ4wt
of round-off errors was necessa•ry. For practical reasons the computation
which derives these quantities from the integrals of the frequencies was
pe•formed in fixed point format. The following expressions were used in
an early version of the progrm

nt( f -J. to
1? - (1(i2 f fad.t "2e* - t. E (71.26)210) 2"1o

0 0

K f fadt -2'6 - tw (n (f-2')w210)
0 0

By computing the values of 7, and 72 as the difference between the
total integral and the sum of the previously computed values the total round-
off error of 17 and 1 was compelled not to exceed the desired one bit
mauiwn . The proper d•mensions were observed by multiplying with tv or its
reciprocal. Figure A-7 is a plot of the velocity error function derived
from data computed by the above equations. As shown, this process gave rise
to a negative drift error of 0.05 ft/sec maximum magnitude at about 40
seconds. This unexpected error was careful14 investigated and it was proved
that it originates from round-off errors in f% and f2. Although the total
sum of the error in XZ. and, Ma were kept under control as outlined, the
individual errors caused the small drift in the final result. It is noted
for the purpose of clarification that no drift error occurs if velocity is
derived from Ef]' and Ef 2 , the quantities with adjusted total round-off
error. The round-off errors in ft and f2 accumulate when the expressions
Z(7.-tw) and E(±'tw) axe computed in the "Integration" program. To keep
the sum of these errors small enough, it is necessary that the individual
round-off errors in f1 and f2 be kept small when these quantities awe
computed. A relatively smal3 change in the numerical procedure helped to
reduce the observed drift significantly. An inspection of the new expres-
sions shown below shows that the difference was now taken from numbers
increased in size by the value of It is noted that in the particular

case which was studied, had the value of 125.

2 f fidt - 2 E ("ft-2")21o) 2ý10
o 0
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Using the above expreselons for computing the average frequenciess,
the drt error was significantly reduedg.

Pre-Run Oomtatiou

One further requirement for the simulation to match the actual
"data processing was to include a pre-run period (from ci¢wputational zero
to first motion) of approximaely 7-5 seconds. During this time the
input acceleration should theoretically be zero, At first, the additional
effort as required to include this period with zero acceleration appears
small. Eowever, experience has shown that based on this requirement
double precision comeaAs bad to be worked into the program.

Precision Problems - Pre-Run

The latest program (single precision) of the VSA test function
was tried out to find the effect of the acceleration data being zero before
first motion. The table which follows is a small section of a high speed
printer listing which shows the noise effects in the simulated data of
average string frequencies f : and fa:

DOUBLE PREISION MMEC ON fl~MUWY
CpMPP&~TION O ISDRING PR E-RUN

Time Silgle Precision Double Precision
Sf3 cps f2 CPS f% cps f2 cps

7.380 9,339.999 8 9,342.391 8 9,34o.000 o 9,342.4o0 0
7.384 9,34O.000 o 9,342.-00 8 9,34o.000 0 9,312.400 o
7.388 9,3040.000 1 9,342.394 2 9,34o0.000 0 9,342.000 O
7°392 9,340.000 2 9,342.403 1 w
7.396 9,340.000 4 9,342.396 4

7.400 9,3040.000 6 9,342.4•5 5 "
7.404 9,3040.000 7 9,342.402 6
7.4o08 9,340o000 9 9,3042396 0
7.4:12 9,340,001 0 9,342.4o4 9
7.416 9,340.001 2 9,342.398 3

7.420 9,3040.001 3 9,342.407 3
7.424 9,34O.001 5 9342.400 6
7.428 9,340.001 6 9,342.394 0
7.432 9,339.998 0 9;342.402 9
7.436 9,340.002 0 9.342.396 3
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Mwe small sattetr In the frequency values around their nominal
valu'es ~-9,3•m.•oo -cps and.9A,3 40M•es - (,se ee-- au a i, 3-) -aused. the
intilal velocity at first motion tim recovered from the sft•ated, dat~e.

to be different from zero* Xn order to reduce this error and to reduce
the rfoie in th double precisioon arfithmetic as chosen
for the next versions of the proardm The errors c ta be elomsinaed were
snall. Yet the idea was to avoid errors whenever it was possible., In order
not to obscure other errors which the simulation should detecto In columns
4 end 5 It can be seen that the noise disappears at, the 4th decimal place
behind the point* Only those numerical operations which required it were
performed with double precision, namely the integration of fl. and f2 and
the summtion of f& and f2., To simplify comlyatations. fixed octal point

was used. The same scale-factors selected as an optimum for acceleration
and that selected for the string frequencies f3. and fa were then used
also as scale-factors for the integrals or sums of these quantities. The
resulting accumulated numbers exceed one register length and two registers
have to be provided. Rounding is applied to the time increment which
occupies (in most cases) one full register length. The same principle of
round-off error control is applied as described previousy. With the new
scale-factors, the expression for average string frequencies becomes:

ti ti-I.

T(ti) -2' f f dt.221 E ( Fz !2 ) 21J. 2 15

Some practical difficulties were observed using this expression which will

be discussed later.

Reference Velocity for VSA

In order to better predict (and trouble shoot) the values of
velocity computed from the hot-run production programs using VSA data,
a VSA reference velocity was included in the simulation and computed as
follows:

Vref. -(F W2E~)tW - Yt Z- . t_ 3f:dSf, K, & K-

The flow chart (Figure A-8) shows the final version of the simulation program.

In the previous simulation setup the WA indicated distance
function was derived from acceleration by double integration. The advan-
tage of the new setup can be explained as follows: Velocity as indicated
by the VBA is computed by first changing the physical units of acceleration
to physical units of frequency. This conversion implies a numerical pro-
cess which produces some nunerical error. This error accumulates to about
0.0005 ft/sec at the end of the sled run. This error may essentially be
eliminated by the computation scheme indicated by Figure A-8.
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The quantities f &Lt -Atnd ffadt are relsied to velecity by a scale-
factor 2[4-. It is a pVI Ate to declare the velocity ft~uid'from ftf.&t
and. ffdt ua reference velocity rather than "the velocity "Vt-uae wlhich Is
fowA. by integrating the acceleration data. W doing this, an error is
elimitued hIch vou2d show up in the results obtained fron the production

Partial arm-r Anatil

Reference Velocity

As mentioned, the quantity Vr~fV_ in the actual underlying

velocity which serves for the simulation of ft and f?. the average string
frequencies. The quantity AV, = Vref - Vtrue as in Figure A-9 shows a
negative drift with nearly constant slope. It reaches -0.00065 ft/sec at
45 seconds. This error function can be approximated by a straight line
through the origin with a slope of about -0.000013 ft/sec2 . Thereforep
it is preferable to use SrefVBA for the simulation of interrupter times

which serve as a reference. Of course, if the least square fitting pro-
cedure which is used to find error coefficients includes the Ko term for
fitting the bias error component, the error equivalent to using Strues/T

instead of using SrefA is extracted at least approxImately and does not

spoil the least square solutions essentially.

The observed error (Figure A-9) is ?robably caused by the
different scale-factors of "f" and "a" which are 2 6and 22 respectively
and which may lead to different round-off errors.

Velocity Co=nruted b" the "Arma Integration" Program

- A ware serious error is discovered if we process the simu-
lated data fj and fa through the production program which computes
acceleration ("Sum and Difference" program) and then integrate these
acceleration data to find the indicated velocity Vimd ("Arma Integration"
program). The error AV m Vind - Vref shows a systematic character with
a peak of about 0.0035- ft/sec in the neighborhood of burnout (16 sec.)
(see Figure A-10). We find that over the greater part of the simulated
sled run, the sum model and the difference model yield an error AV2 of
similar magnitude.

The greater part of this error originates as we can show
from the deficiency of the chosen procedure in handling vibrational
components of acceleration. Inspecting týe tables which follow we find
that the recovered integrals fa dt and fa dt computed by the "Coordinate
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TABU O? f'dt - (t .o.4 see)

Time
Secondu fafrudt IafVt faljdt-4rusd~t fAA3t-fa.tudt M%

8.7 39,340 39,307 - 33 -0.08.
9.5 80,090 79,9914 - .12

10.2 123;7 23,565 I - .11no. 168,865 168,638 - 227 - .13
12.0 216,374 216,029 - 345 - .16

13.2 258,982 258,312 - 670 - .2614.2 280,904 279,987 - 917 - .3315.1 297,667 296,507 -1160 - .3916.1 307,087 305,618 -1469 - .4817.1 330,%03 328,637 -1766 - .•54
18.0 346,343 344,351 -1992 - .58
19.4 361,875 359,6A4 -2231 - .62
20.9 368,795 366,415 -2380 - .6422.3 372,%405 369,935 -2470 - .6623o8 374,979 372,388 -2591 - .69

25.2 376,887 3714,176 -2711 - .72
26.2 377,879 375,081 -2798 - .77427.6 379,123 376,202 -29%1 - .7729.0 380,109 377,085 -3024 - -7930.5 381,019 377,866 -3153 - .83
31.. 381,5M4 378,275 -3229 - .8532.4 381,966 378,687 -3299 - .86
33.4 382,4n1 379,014 -3367 - .8834.8 382,990 379,532 -3458 - .9035.8 383,424 379,902 -3522 - .92

36.3 383,594 380,01.45 -3549 - .9236.7 383,788 380,209 -3579 - .93
37.9 384,111 380,1463 -3648 - .:938.9 384,907 381,198 -3709 - 96
39.8 386,888 383,123 -3765 - .97
4o.6 389,707 385,896 -3811 - .98
41.3 394,935 391,091 -38414 - .97
42.0 01o,8h4 397,952 -3892 - .9742.9 408,860 404,930 -3930 - .96
44.2 410,715 406,7141 -3974 - .97

45.7 411,356 407,345 -4o0i - .9847.3 4n,603 407, 559 -4044 - .98
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TABi 01F fadt - (tv - .004 se)

Time
Seconds fa&iruedt faAi faMdt-latru.&t I Ajdt-f at~ud~t

8.7 7,602,159 7.583,986 - 18,173 -0.24
9.5 16,980,321 36,921,759 - 58,0562 - .34

10.2 27,464,883 27,369,420 - 95,463 - .35
11.0 38,212,213 38,057,580 -1544,633 - .140
12.0 48,849,222 148,616,747 -232,1475 - .48

13.2 57,036,237 56,621,116 -415,121 - .73
114.2 60,422,571 59,897,363 -525,208 - .87
15.1 62,732,225 62,110,437 -621,788 -99
16. 63,331,068 62,662,376 -668,692 .06
17.1 59,600,956 59,070,175 -530,781 -0.89

18.0 57,412,856 56,974,526 -438,330 - .76
19.4 55,753,891 55,388,.466 -365,.425 - .66
20.9 55,239,706 54,905,358 -334,348 - .61
22.3 55,046,373 54.,725,384 -320,989 - .58
23.8 54,922,774 54,616,314 -306,460 - .56

25.2 54,8140,767 54,547,159 -293,608 - .54
26.2 514,802,1.19 54,516,072 -286,0o47 - .52
27.6 54,755,821 54,479,806 -276,015 - .50
29t0 54,722,337 54,453,758 -268,579 - .49
30.5 514,690,713 54,430,229 -- 60,484 - .48

31.4 54,675,306 54,419,321 -225,985 - .47
32.4 54,659,80 544,407,674 -252,146 - .46
33.4 54,646,926 54,398,144 -2148,72 - .46

34.8 54,630,846 54,386,111 -244,735 - .45
35.8 54,618,153 54,376,1140 -242,013 - .44

36.3 54,613,562 54,372,614 -240,948 - .44
36.7 54,607,953 514,368,307 -239,646 - .44
37.9 54,599,967 54,363,064 -236,903 - .43
38.9 54,560,482 54,327,753 -232,729 - .43
39.8 54,438,672 54,212,599 -226,073 - .42

40.6 54,219,976 54,001,594 -218,382 - .40
41.3 53,715,173 53,506,462 -208,731 - .39
42.0 53,000,706 52,805,238 -195,468 - .37
42.9 52,298,674 52,113,257 -185,417 - .35
44.2 52,217,385 52,036,823 -180,562 - .35

45.7 52,201,304 52,022,821 -178,483 - .34
47.3 52,197,129 52,019,785 -177,344 - .34
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TAXIS Of MsV) -(tiv -. 00~4 m

Tim Kaf~all x 101 O.-ld~st x We AVs(ft/sec)

1- 5 28 0.00002
9.5 -16 413 o.ooo 4o

20O2 - 23 673 0.000 65
11.0 - 37 1091 0.001 05
1.2.0 - 57 26&1. 0.001 58

13.2 -12 2930 0.002 82
14.2 -153 3703" 0.003 55
15.1 -194 4389 0.004 20
16.1 -245 472o 0.004 4T
17.1 -295 3747 0.003 45

18.0 -333 3094 0.002 76
19.4 -373 2579 0.002 21
20.9 -398 2360 o.oo0 96
22.3 -413 2266 0.001 85
23.8 -133 2163 0o001 73

25.2 -453 2072 o.ooi 62
26.2 -468 2019 0.001 55
27.6 -488 1948 o.ool0 6
29.0 -506 1896 0.001 39
30.5 -527 1838 0.001 31

31A11. -540 1807 0.001 27
32.4 -552 1780 o.00. 23
33.4 -563 1756 0.001 93
34.8 -578 1727 0o001 419
35.8 -589 1708 0.001 12

36.3 -593 1701 0.001 31
36.7 -599 1691 0.001 09
37.9 -610 1672 o.oo0 06
38.9 -62o0 1643 0.001 02
39.•2 -630 1596 0.000 97
40.6 -637 151 0,0m go

41.3 -•63 1473 0.000 83
42.o -651 1379 0.000 73
42.9 -657 1308 o.ooo 65
44.2 -665 1274 o.ooo 61
45.7 -671 126o 0.000 59
47.3 -676 1252 o.ooo 58
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Function" rOgen awe too sma in comparison to th ntegals which were
euutede from arue. TMis error, vwhih amounts teo .;e6% maxMull for•a J•t
and -0.97% maxima for faa&dt is a "rectification" error caused by the
sampling rate of 250 samples/see, which is too low, and possibly by short.
comings of the integration process.

If we multiply the difference of'the integrals by Ka/K/ or
Ks/K, and add the two poducts, we cbta~n a function AVg (see Table of
AV3 (t) and Figure A-10 very similar to the function AYV in Figure A-10.

%I Kj (f&Aý A~dt -faed) j~t r -

where K/Ki - 0.167 367 x 10"0

Ka/Kt - 0705 973 x 10-' for the given model of the VSA instrument.

Comparing the nonlinear term fadat and fasdt with those obtained with t,
8 msec corresponding to op 225 samples/sec, a small advantage of .1% in
the recovered value of ta dt is found for tv = 4 msec. However, fa 2 dt is
found to be slightly better with tv - 8 msec.

The question arises: What causes the difference between AV2
and AVs in Figure A-I0? There is still a small systematic error (AVg - AVs)
which- reaches about 0,00O5 ft/sec at 31 seconds. A possible explanation -9s
this: In the process of computing a in the *Sum, and Difference" program.,
the nonlinear terms

"Al \ @ KI ý - C 1C. ÷

ae computed as contributions to the total I These terms are then
integrated in the "Arma Integration" program approximately and implicitly
as part of the summation process I~tw to form the correction terms

K2 fa 2 dt and -1 fadt.

Oe numerical process of finding the terms - faadt and - K fasdt in this

fashion is not the saone as the process of computing the Integrals fadt an.
fa'd~t as independent coordinate functions in the "Coordinate Functions" pro-
gram. These integrals were used and interpolated to find fVs. Further
analysis is needed to prove the validity of this hypothesis-.

A- 123



We note at this point that the above Investigations thoroughly

validate the hot-run production pregram techniques up to a residual velocity
error vith a maximum value on the order of .0035 ft/sec. Further reduction
of this error (althou&h possible) was not seriously attempted in the produc-

MR . tion programming. We are now ready to examine the results of error coefficient
4 recovery by the production programing when artificial error coefficients
K were inserted into the simulation of VS& information.

The ,imulation Results

After having shown that the hot-run data processing introduced negligible
error (max " .003 ft/sec as previously noted)# it was then necessary to
insert artificial error coefficients into the test program and attempt to
recover them using the hot-run average velocity comparison and least squares
regression analysis. The following table illustrates the recovery accuraqr
achieved for T = .3 seconds.

Max Velocity Relative Velocity

Inserted Recovered Recovered Error during Error - 1 Part
Coefficient Value Value -Inserted Sled Run (ft/sec) in xxx of Nmax

0Ko 0 -. 947-j-5 -. 19473-5 -. 0001 15,000,000

5 Y +.28785-4! . . 32679 -4 +.03894-4 +.0058 257,000

5K2  +.36077-7 +.34574-7 -. 01503-7 -. 0006 2,500,000

W53 -. 70912-9 -. 69672-9 +. 01240-9 +.0009 1,650,OOO

BKA 0 -. 1I475 -5 -. 1475 -5 -. 000 3,750,000

SConst 0 -. 217 -2 -. 217 -2 -. 0022 690,000

A study was undertaken to determine the effects of variations in T. The
results of this study awe shown in Figures A-11 through A-16. The deviations
of the recovered coefficients from the reference coefficients are plotted
vertically. The independent (abscissa) variable is T, the averaging time. As
may be seen from these figures, all solutions are very nearly equivalent in
the range .i: T .5o Outside of this range the individual coefficients behave
differently, and in general the least squares solution begins to break down.
Each figure contains a set of reference levels expressed as I part in xxx
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?C2eU6O1" PSM We too sEfl3 IIn eupa@r±BQn to the itegrals which wer2

couted frao airue. This error, which emounts to-l. -fr .aI d
an& -0.97% =Wxbmu for fa•dt, is a "rectification" error caused by the
sampling rate of 250 samples/see, which is too low, and possibly by short.comings of the integration process.

If we multiply the difference of the integr•ls by u/Kz or
Ku/74 aud AdA the two producn., we obtain a function AVs (see Table of
A 3 (t) at Figure Ai0- very similar to the function fiVa in Figure A-10.

AV -- (f a AjLdt - f Otrned~t) -, ( A3,ýt - a~truedt)*

where Kg/kC a O.167 367 x .0"

Ka/Kt - 0.705 973 x 10"8 for the given model of the VSA instrument.

Comparing the nonlinear terms fadt end faldt with those obtained with t=#
8 msee corresponding to o9ly 125 samples/sec, a small advantage of 3.4% in
the reauvered -value of fa :Ot Is round for tw - msec, However, fa 2 dt is
found to be slightly better with tw - 8 msec.

The question arises: What causes the difference between AV2
and ATS in Figur Am lO? 'Dhre is still a small systematic error (AV2 - AV3)

whicir reaches about 0.0015 ft/sec at 31 seconds. A possible explanation -is
this: In the process of comWuting a in the "Sum and Difference" program,
the nonlinear terms

and. -

are computed as contributions to the total a. These terms are then
integrated in the "Arma integration" program approximately and Implicitly
as part of the smation process j~tu to form the correction terms

f Iamd aMd. - fa3ct

The numerical process of finding the terms- fa 2 dt and - E f,%sdt in tbis

fashion is not the same as the process of conputing the integrals fadt nd
faadt as iidependent coordinate functions in the "Coordinate Functions" pro-
gram. These Integraan were used and interpolated to find AV3 . Further
analysis is needed to prove the validity of this hypotbasir.
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We note at this point that the above investigations thoroughly
validate the hot.run 1wduction program teohniques up to a residual velocity
error with a maximum value on the order of .0035 ft/sec, Further reduction
of this error (although possible) was not seriously attempted in the produc-
tion programming, We are nov readly to examine the results of error coefficient

•'. recovery by the production programing vhen artificial error coefficients
S were inserted into the simulation of VsA inm•ormation.

The Simulation Results

After having shown that the hot-run data processing introduced negligible
error (max * .003 ft/sec as previously noted), it was then necessary to
insert artificial error coefficients into the test program and attempt to
recover them using the hot-run average velocity comparison and least squares
regression ar.alysis. The following table illustrates the recovery accuraqr
achieved for T - .3 seconds.

MERRO COEFCIENT IWJOVERY (r - .3)

Max Velocity Relative Velocity
Inserted Recovered Recovered Error during Error - 1 Part

Coefficient Value Value -Inserted Sled Run (ft/sec) in xxx of Vmax

a Ko 0 -. 19473-5 -. 19473-5 -. 000l 15,o0o,000

. +.28785-4 +.32679-4 +.03894-4 +.0058 257,000

8K2  +.36077-7 +.34574-7 -. 01503-7 -. 0006 2,500,000

BK3  -. 70912-9 -. 69672-9 +.0124_0-9 +.0009 1,650,000

6KA 0 -.-175 -5 -. I175 -5 -.000. 3,750,000

conut 0 -. 217 -2 -. 217 -2 -. 0022 690,000

A study was undertaken to determine the effects of variations in T. The
results of this study are shown in Figures A-11 through A-16. The deviations
of the recovered coefficients from the reference coefficients are plotted
ve:rtically. The independent (abscissa) variable is Tp the averaging time. As
may be seen from these figuresp all solutions are very nearly equivalent in
the range . 1_- T _- 55. Outside of this range the individual coefficients behave
differently, and in general the least squares solution begins to break down.
Each figure contains a set of reference levels expressed as 1 part in xxx
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of VMx. These levels allow a quick evala tion of haw drastic the effects
of the noted errors in coefficient recovery would be for a typical sled run.
As meay be uoted, no error on Wn figure exceeds 1 part, in 173,000 of Vmax,
Thnis shows that over the entire investigation range .01 T 1.0, the
accuracy of the, error coefficient recovery was equivalent to a relative error

of less than 1 part in 173,000 of VMax.

If the averaging time (T) is allowed to get longer and longer the
accuracy of the comparison becomes similar to that of a pure distance compari.
son. The following table shows the results of an error coefficient evaluation
on the distance level using the dynamic simulation. The error coefficient
recovery is actually quite good, but it does not match the accuracy obtain.
able from the average velocity comparison method. Thus, the regression
analysis does not break down on the distance level, it is simply not as good
as it is on the average velocity level. It might be that an iterative regres.
sion technique could be employed to obtain the error coefficients from a
combination of the two comparisons. For example: One might evaluate the
scale factor(OK3.) and offset (Const.) from a least squares on the distance
level, extract these error sources from the accelerometer output indication
and then solve for the remaining error coefficients by a regression on the
residual error using an average velocity comparison. Many possible varia-
.tions of such an approach could be employed to optimize the recovery of some
specified set of error coefficients. As shown in these last two tables, the
ability to use track test data to calibrate an inertial accelerometer is
essentially proved.

DISTANCE COMPARISON

Max Velocity Relative Velocity
Inserted Recovered Recovered Error during Error - 1 Part

Doefficient Value Value -Inserted Sled Run (ft/sec) in x=o of V=

5Ko 0 -. 15607-3 -. 15607.-3 -. 0078 192,000

% +.28785-4 +.26025-4 -..02760-4 -. 0041 352,000

8K2 +.36077-7 +.20082-7 -. 15995-7 -.0o64 234,000

8Ks -. 70912-9 -. 48838-9 +.22074-9 +.0155 97,000

MA 0 -. 9668 -5 -. 9668 -5 -. 0026 572,000

Const 0 +.1I0249-2 +.i0249-2 +.0010 1i500,Ooo
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